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Collective dynamics of two-species Bose-Einstein-condensate mixtures in a double-well potential
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By employing a binary mixture of Bose-Einstein condensates in a symmetric double-well potential we study
the collective dynamics of a two-coupled-Hamiltonian system. There we find three interesting collective dynamic
regimes. Besides measure synchronization, phase synchronization and nonlocal measure synchronization have
been found. We demonstrate that by varying the interspecies interaction strength, the transitions between different
regimes can be found clearly. A diagram of dynamic regimes with experimentally adjustable parameters has also
been presented.
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I. INTRODUCTION

Ultracold atoms are an appealing system for the study of
interesting physical phenomena relevant to a variety of fields.
By using this widely tunable and well-controlled system,
many iconic condensed-matter systems have been realized,
including the Mott-superfluid phase transition [1], Anderson
localization [2], and realization of the Tonks gas [3]. The Bose-
Einstein condensates (BEC) is naturally a nonlinear system,
and the realization of BEC also opens new possibilities for the
investigation of interesting nonlinear effects. Achievements
in manipulation of BEC in double-well potentials [4] offer
us a very well-controlled experiment setup to investigate the
nonlinear phenomena of coupled oscillators. The dynamics
of one-species BEC trapped in a double-well potential is
described by a nonlinear oscillator and has been extensively
studied. Loading a two-species BEC mixture in a double-well
potential, due to the interspecies interaction, will provide us
with a system for investigating the dynamic behavior of two
coupled nonlinear oscillators.

The coupled dynamical system with oscillatory oscillation
has been known as the basic ingredient in modeling emergence
behavior in nature, with much work having been done in past
decades [5]. Most of the previous research has concentrated
on coupled dissipative systems, which would show collective
synchrony, as has been demonstrated by the famous Huygens
pendulum clocks [6]. However, research on coupled Hamilto-
nian systems is still in a primitive stage due to the complicated
nature of its dynamics and the lack of a practical physical
system to demonstrate its behaviors. Due to the conservation of
its phase space, the dynamics’ behaviors would be multifarious
and show more interesting correlated behaviors [7].

Measure synchronization (MS) [8] is one of the most
interesting correlated effects that have been found in cou-
pled Hamiltonian systems. As demonstrated in Ref. [8], by
increasing the coupling strength, a two-coupled-Hamiltonian
system experiences a phase transition from a state in which the
two-Hamiltonian systems visit different phase-space domains
to a state in which the two Hamiltonian systems cover an
identical phase-space domain. Unlike the original concept
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of synchronization in time coincidence where synchronized
systems have the same evolution trajectories, there the two-
Hamiltonian systems become synchronized in the sense
of spatial coincidence and the synchronized systems have
an identical invariant measure [8]. This concept has been
extended, and partial MS and chaotic MS also have been
found [9,10].

In this article, we study the collective dynamics of two-
species BEC mixtures trapped in a symmetric double-well
potential. This is a coupled-Hamiltonian system in semiclas-
sical theory, for which the dynamics of each subsystem (each
species) is well described by a classical Hamiltonian. For
such a practical physical system we find three interesting
collective dynamic regimes. Besides MS, we also find phase
synchronization (PS) and nonlocal measure synchronization
(NLMS). We demonstrate that by varying the interspecies
interaction strength, the coherent transitions between different
regimes can be found clearly. We draw the diagram of
dynamic regimes with experimentally adjustable parameters.
The article will be organized as follows. In Sec. II we
introduce our model Hamiltonian. Section III describes the
dynamics of coupled Hamiltonian systems. Section IV gives an
analysis of the collective behavior. The conclusion is given in
Sec. V.

II. MODEL HAMILTONIAN

By considering a two-species BEC mixture trapped in
a symmetric double well, with the well-known two-mode
approximation [11], the Hamiltonian can be written in a second
quantization formalism as follows:

Ĥ = ua

2Na

[(a†
LaL)2 + (a†

RaR)2] + ub

2Nb

[(b†LbL)2 + (b†RbR)2]

− va

2
(â†

LâR + â
†
RâL) − vb

2
(b†LbR + b

†
RbL)

+ uab√
NaNb

(a†
LaLb

†
LbL + a

†
RaRb

†
RbR), (1)

where â
†
L(R) (âL(R)) and b̂

†
L(R) (b̂L(R)) are the creation (an-

nihilation) operators for the localized modes in the left (L)
or right (R) well of different species (a or b), respectively,
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and Na,b are the particle numbers for each species; uσ =
(4πh̄aσ Nσ /mσ )

∫ |ϕσ |4dr , and uab = 2πh̄aab

√
NaNb( 1

ma
+

1
mb

)
∫ |ϕa|2|ϕb|2dr denote the effective interaction of atomic

collision between the same kind of species and between the
different species, respectively, with σ = a, b as the indication
of the species. vσ = ∫

[(h̄2/2mσ )∇ϕL∇ϕR + V (r)ϕLϕR]dr is
the effective Rabi frequency describing the coupling between
two wells. Under the semiclassical limit [11,12], the dynamics
of the system can be described by a classical Hamiltonian
H = 〈�GP |Ĥ |�GP 〉/N , in which |�GP 〉 = 1√

Na !
(αLâ

†
L +

αRâ
†
R)Na |0, 0〉⊗ 1√

Nb!
(βLb̂

†
L + βRb̂

†
R)Nb |0, 0〉 is the collective

state of the N -particle system with N = Na + Nb. Here, αj =
|αj |eiθaj and βj = |βj |eiθbj (j = L or R) are four c numbers
which correspond to the probability amplitudes of the two dif-
ferent species of atoms in the two wells. And the conservation
of particle numbers of each species requires |αL|2 + |αR|2 =
1, |βL|2 + |βR|2 = 1. By introducing the relative population
difference, Sa = (|αL|2 − |αR|2), Sb = (|βL|2 − |βR|2), and
the relative phase difference, θσ = θσL − θσR , we obtain the
mean-field Hamiltonian [13]

H = Ha + Hb + Hint, (2)

with the Hamiltonian

Hσ = −uσ

2
S2

σ + v

√
1 − S2

σ cos θσ (σ = a, b) (3)

and the coupling term

Hint = −uabSaSb. (4)

It is clearly shown that the coupling term is due to the
interspecies interaction. Here we consider two species that
have identical dynamical property and particle numbers, i.e.,
va = vb = v,ua = ub = u.

III. DYNAMICS OF COUPLED HAMILTONIAN SYSTEMS

The dynamics of the coupled Hamiltonian system can be
derived by computing θ̇ = ∂H

∂S
, Ṡ = − ∂H

∂θ
. Then we get the

motion of state which governed the dynamic evolution of the
classical Hamiltonian system:

θ̇σ = −uσSσ − vSσ√
1 − S2

σ

cos θσ − uσσ̄ Sσ̄, (5)

Ṡσ = v

√
1 − S2

σ sin θσ . (6)

Our Hamiltonian system has two degrees of freedom
(2DOF) with coordinates (S1,θ1) and (S2,θ2), therefore, the
corresponding phase space is four dimensional. We are
interested in showing the effects of coupling on the individual
dynamics of each species; hence, the collective motions are
shown by projecting the state of full system onto each element
space, i.e., we study the two trajectories [Si(t),θi(t)] (i = 1,2)
on the phase plane (S,θ ).

Previous investigations on nonlinear dynamics of one
species described by the classical Hamiltonian Hσ show that
there would be two distinct dynamic regimes: the Josephson
oscillation regime (0 phase mode) and the self-trapping regime

FIG. 1. (Color online) Graph of phase-space trajectories in the
0 phase mode [(a)–(f)] and the π phase mode [(g)–(l)], with initial
conditions (Sa ,θa ,Sb,θb) taken to be (0.2, 0.0, 0.4, 0.0) and (0.2, π ,
0.4, π ), respectively. (a) In the 0 phase mode with uab = 0, the two
phase-space trajectories cover regions of two contour lines. (b) uab =
0.008: the two phase-space trajectory regions have begun to approach
each other. (c) uab = 0.0088: two phase trajectories sharing the same
phase-space region show that MS is achieved. (d) uab = −0.01: the
two phase trajectory regions move in the opposite direction. (e) uab =
−0.0325, the region of the inner phase trajectories covers the center of
the phase diagram. (f) uab = −0.07: the two phase trajectory regions
approach each other. (g) In the π phase mode with uab = 0, again
there are two contour lines. (h) uab = −0.0123: two phase trajectories
sharing the same phase-space region show that MS is achieved.
(i) uab = −0.075: subsystems show chaotic behavior. (j) uab =
−0.122: a new configuration emerges, with the two phase-space
trajectory regions totally separate from each other. (k) uab = −0.180:
the two separated phase-space trajectory regions are evolving to
have a more comparable volume. (l) uab = −0.184: nonlocal MS is
reached.

(π phase mode) with a strong nonlinearity (u/v > 1). To show
the coupled dynamical behavior, we will discuss cases with
initial conditions in the 0 phase mode and the π phase mode,
respectively. Moreover, with uab denoting the interspecies
interaction, one could choose either the repulsive or attractive
interaction. So our text is also divided into discussions of
the two different cases. Figure 1 shows the corresponding
scenarios of evolution: the upper panels for the 0 phase
mode with initial configuration (Sa ,θa ,Sb,θb) are (0.2, 0.0, 0.4,
0.0) and the lower panels for the π phase mode with initial
configuration (Sa ,θa ,Sb,θb) are (0.2, π , 0.4, π ), with simulation
parameters u = 1.2, v = 1.0.

For the repulsive interspecies interaction in the 0 phase
mode, Figs. 1(a)–1(c) show its evolution scenario. With uab =
0 [Fig. 1(a)], the two trajectories are periodic orbits in a differ-
ent energy contour determined by the chosen initial conditions.
With a nonzero coupling [Fig. 1(b)], the two periodic orbits are
replaced by two smooth quasiperiodic trajectories wandering
in two distinctive rings. By further increasing the coupling
strength, we find a critical coupling strength, εc = 0.0087,
for the two well-separated rings suddenly merging into an
identical ring, as phase-space trajectories of the two different
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species now sharing the same region in the phase space,
indicating the phenomenon of measure synchronization, as
shown in Fig. 1(c). This scenario is the same as that of the
usual MS [8–10], before the transition point εc. The coupling
increases the internal border of the outer ring and the external
borders of the inner ring have a tendency to approach each
other, while the other two boundaries of the two rings stay
fixed. Until uab reaches εc, the two borders of the two different
rings touch. Right after uab exceeds εc, a sudden change occurs
in which the two rings cover an identical ring in phase space,
which indicates the occurrence of MS. For coupling strength
larger than εc, MS is maintained, and the shape of the identical
ring will not change.

For attractive interspecies interaction in the 0 phase mode,
its evolution process is shown in Figs. 1(a) and 1(d)–1(f). We
find that by increasing the coupling strength, the two rings
first evolve in opposite directions [Fig. 1(d)], with the internal
border of the inner ring having a tendency to approach the
center of the phase space while the external border of the
outer ring expands. Until uab = −0.0325, the internal border
of the inner ring finally reaches the center region while the the
external border of the outer ring stops expanding [Fig. 1(e)].
Then, as the coupling strength further increases, the two rings
start approaching each other until they closely touch at the tran-
sition point for MS. In this case, unlike the usual MS scenario
shown earlier, we find the two rings first have a tendency to
separate from each other instead of heading their way straight
to the synchronized state. Nevertheless, the final MS state
still covers the same spatial regions as in the previous scenario
[Fig. 1(c)]. Also, we note that as coupling further increases, MS
is maintained.

In the π phase mode, the dynamics are much more
complicated. The most interesting finding is shown in the
lower two panels of Fig. 1, which shows the case of the
evolution scenario for attractive interspecies interaction.
There we find the usual MS scenario: With |uab| increasing,
the two separate phase-space regions approach each other until
uab reaches the critical coupling strength εc = −0.0122, with
the two phase-space regions touching and then MS occurring
[Figs. 1(g)–1(h)]. However, by further increasing the coupling
strength, we find MS breakout with the emergence of chaos
after uab reaches −0.0351, then as |uab| further increases,
new phenomena appear after the system crosses this chaotic
regime [Fig. 1(i)]. Now the two phase trajectory regions
suddenly separate from each other, with the original inner
orbits on top of each other [Fig. 1(j)]. This corresponds to an
interesting physical change: Two species initially trapped in
the same well are separated and trapped in different wells
when the attractive interspecies interaction strength grows
larger than a critical value. After this sudden change, by further
increasing uab, a new kind of collective dynamic behavior will
be reached [Figs. 1(j)–1(l)], with the phase trajectory region
of each species symmetrically lying on both sides of the line
Sσ = 0 and covering the same acreage in phase space. This
is an alternate kind of synchronization behavior, since the
trajectories of subsystems also cover the same acreage but in
different regions of phase space; we denote it as NLMS. We can
see that in the π phase mode, besides the usual MS transition,
the NLMS transition also emerges. And for the NLMS
transition, unlike the MS in the 0 phase mode, the phase-space

regions of the MS state would be expanded with uab further
increasing.

IV. PHASE DIAGRAM OF DYNAMICAL REGIMES

The critical behaviors can be studied by introducing the
so-called orbit’s phase ψ(t + dt) = arctan

[
θ(t+dt)−θ(t)
S(t+dt)−S(t)

]
of

each of the subsystems in phase plane (S,θ ) [8]. Let φ(t +
dt) = ψ(t + dt) + 2πm(t + dt), and let m(t) be an integer
which is determined as follows: If ψ(t + dt) < ψ(t), m(t +
dt) = m(t) + 1; otherwise m(t + dt) = m(t), and m(0) = 0.
Because the orbits of different species have different main
frequencies, φ(t) should on average vary linearly with time i.e.,
φ(t) ≈ ηt + φ0 with η = limt→∞ |φ(t)

t
| as the order parameter

for the coupled Hamiltonian systems. If η is zero, it means the
two orbits have the same frequencies on average; we denote
this phenomenon PS. The authors of Ref. [8] found that η will
decrease logarithmically to zero when coupled Hamiltonian
systems reach MS (i.e., PS and MS will occur at the same
time).

In Figs. 2(a) and 2(c) we plot η versus uab for the 0
phase mode and the π phase mode, respectively. For the 0
phase mode with a repulsive coupling interaction, η decreases
logarithmically as uab approaches the critical point of MS and
shows the same scaling behavior with what has been found
by Hampton et al. [8]. However, with an attractive coupling
interaction, things are different. For this case, η abruptly
drops to zero before uab reaches the critical points of the MS
transition. A closer look at the phase-space trajectories shows
that the sudden drop happens at the moment when the inner

FIG. 2. (Color online) The red dotted line marks the MS transition
point, and the green solid line marks the PS transition point. (a) η

versus uab for the 0 phase mode. (b) The average energy difference
of the two subsystems versus the coupling constant uab in the 0 phase
mode. MS happens at the sharp jumps of 〈EN〉, when two average
energies merge. (c) η versus uab in the π phase mode. (d) The average
energy difference of the two subsystems versus the coupling constant
uab in the π phase mode. MS happens at the sharp jumps of 〈EN〉,
when two average energies merge.
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ring begins to shrink from the center of phase space, which
corresponds to Fig. 1(e).

For the π phase mode [see Fig. 2(c)], the repulsive coupling
interaction case is similar to the attractive interaction case
for the 0 phase mode; PS happens before MS at the moment
when phase-space trajectories cover the center of phase space,
with η abruptly dropping to zero. But the case for attractive
coupling is quite different. At first, with increasing attractive
coupling MS happens with η decreasing logarithmically at the
critical point of MS (i.e., PS and MS happen simultaneously).
However, there should be a chaotic regime when the
trajectories cross the saddle point at (S = 0, θ = π ). After
crossing the chaotic regime the two trajectories will separate
from each other, while η shows that the coupled Hamiltonian
systems still preserve PS at this moment. With further
increasing of the coupling strength, we will reach the NLMS.

Conclusively, we find, differing from what has been shown
in previous research [8,9], that η = 0 could not be the sign
for MS; it happens before MS in some cases. However, the
difference between the average energies of two subsystems
could be a good parameter to indicate both the MS and NLMS.
For MS, the two trajectories cover the same phase-space
region, so the average energies should be the same. For the
NLMS, although the two phase trajectories cover different
phase-space regions, the average energies are also the same.
This is because, for the π phase mode, there are two symmetric
dynamic regions in which the corresponding orbits have the
same energy. In Figs. 2(b) and 2(d), we plot the difference
of energies �〈EN〉 versus uab for the 0 phase mode and the
π phase mode, respectively. We see that for MS and NLMS
�〈EN〉 would be zero for both.

There are two parameters in charge of the dynamic behavior
of the system that can be tuned by the Feshbach technique
[14]: the interspecies interaction uab and the intraspecies
interaction u. By choosing the same initial configuration
for the two scenarios we have discussed, we draw its
corresponding dynamic phase diagram of the two parameters
in Figs. 3(a) and 3(b), respectively. For the 0 phase mode, as
Fig. 3(a) shows, its diagram consists of three different dynamic
regimes: the nonsynchronous state, the phase synchronized
state, and the measure synchronized state. With repulsive uab,
phase synchronization happens simultaneously with measure
synchronization. However, with attractive coupling uab, PS
happens before MS, which is marked by black in Fig. 3(a).

For the π phase mode, the diagram is much more compli-
cated, as shown in Fig. 3(b). There now exist five different dy-
namic regimes. In addition to the phase synchronized state and
measure synchronized state that have already been shown, two
new states emerge: a nonlocal desynchronized state and a non-
local measure synchronized state. Also, there is an unprece-
dented window of the system showing chaotic behavior, which
we marked with a crossover line on the diagram schematically.

FIG. 3. (Color online) Phases as a function of interspecies and
intraspecies interactions. The crossover line marks the chaotic state.
Possible dynamic regimes appearing with the changing interspecies
interaction include the nonsynchronized state (white), the phase
synchronized state (dark) and the measure synchronized state [cyan
(light gray)]. Also shown are the nonlocalized nonsynchronized state
(marked by a parallel line) and the corresponding nonlocalized mea-
sure synchronized state [orange-red (dark gray)]. (a) Phase diagram
in the 0 phase mode. (b) Phase diagram in the π phase mode.

V. CONCLUSION

To summarize, we have studied the collective dynamics of a
two-species Bose-Einstein condensate trapped in a symmetric
double-well potential. Besides MS, we also find two alternate
kinds of collective dynamic regimes, the PS and NLMS.
We demonstrate that by varying the interspecies interaction
strength, the coherent transitions between different regimes
can be found clearly. By employing an average energy
difference for the characterization of the MS transition and
orbit’s phase difference as the order parameter of phase syn-
chronization, we find that phase synchronization in the system
always happens before MS. We draw the diagram of dynamic
regimes with the experimentally adjustable parameters.

ACKNOWLEDGMENTS

We thank J. Liu for his helpful suggestions. This work
was supported by the National Natural Science Foundation of
China.

[1] M. Greiner, O. Mandel, T. Esslinger, T. Hänsch, and I. Bloch,
Nature (London) 415, 39 (2002).

[2] G. Roati, C. D’Errico, L. Fallani, M. Fattori, C. Fort, M. Zaccanti,
G. Modugno, M. Modugno, and M. Inguscio, Nature (London)
453, 895 (2008).

[3] B. Parades, A. Widera, V. Murg, O. Mandel, S. Fölling, I. Cirac,
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