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Time crystals are a nonequilibrium phase of matter that extend fundamental spontaneous symmetry
breaking into the temporal dimension, typically requiring external driving for their realization. Here, we
explore the nonequilibrium phase diagram of a two-dimensional dissipative Heisenberg spin system
without external coherent or incoherent driving. Through numerical analysis of spin dynamics, we
identify nonstationary steady states, some of which are limit cycles with persistent periodic
oscillations, while others exhibit chaotic, aperiodic behavior. The emergence of limit cycle steady
states breaks the continuous time-translation symmetry of this time-independent many-body system,
classifying them as continuous time crystals. We further validate these oscillatory behaviors by testing
their stability against local perturbations and assess the robustness of the emergent continuous time
crystals by introducing isotropic Gaussian white noise. This work provides insights into the intricate
interplay between the dissipation and spin interaction, and opens possibilities for realizing dissipation-

induced, heating-immune time crystals.

A time crystal (TC) is a phase of matter in which time-translation symmetry
is spontaneously broken, and this spontaneous breaking manifests as per-
sistent periodic oscillations in local physical quantities that are not inherent
to the system’s properties. This concept was originally proposed by Frank
Wilczek as a phenomenon that spontaneously breaks time-translation
symmetry in the ground or equilibrium state'™". Although this idea was later
negated by a series of rigorous no-go theorems®”, which ruled out the
possibility of TCs in closed quantum systems with only short-range
interactions’, the introduction of time-dependent periodic coherent driving
has enabled the realization of discrete time-translation symmetry breaking
in nonequilibrium setups™'". This phenomenon, known as Floquet time
crystal or discrete time crystal*™', is characterized by a subharmonic
response to the driving frequency and has been experimentally demon-
strated in various systems” ", such as trapped-ions”*** and superconducting
qubits”. Its key challenge remains the heating-induced limited lifetime,
despite the proposal of mechanisms™*™ such as many-body
localization’”*, prethermalization®***', and dissipation'*”, which aim to
slow down thermalization.

Dissipation has been shown to serve as a resource for performing
quantum tasks” ™. For instance, by carefully designing dissipation to

compete with coherent driving* ™, or by engineering competition among

dissipative processes, including incoherent driving®, one can achieve dis-
sipative time crystals. By transforming to a suitable rotating frame where the
time-dependent aspect of the driving is eliminated, the system can exhibit a
continuous time crystal (CTC) characterized by the spontaneous breaking
of continuous time-translation symmetry’”’. These dissipative time crys-
tals have been experimentally observed in various systems™ . A perfect
time crystal should exhibit an infinite lifetime®”~”°, characterized by a robust
never-ending oscillatory (OSC) behavior. This mathematically corresponds
to a stable closed trajectory in phase space, defined as a limit cycle (LC), a
core element in nonlinear dynamical phenomena’", such as in grid power
dynamics”, circadian clocks” and quantum synchronization’*'. LCs are a
broader concept than TCs; they do not require the system to be either a
single-body or a many-body system, nor do they necessarily imply the
breaking of time-translation symmetry. The quest for nonequilibrium states
and phases™™'” that include OSC phases™™'* is a fundamentally important
task in physics, predating TCs.

To the best of our knowledge, all systems exhibiting time crystal
behavior are subjected to external driving, whether it be Floquet-driven’"’,
incoherent-driven®, or driven-dissipative’"*>*~****% scenarios. However,
external driving not only introduces complexity to the real system but also
raises concerns about heating. Moreover, the presence of driving
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complicates the discernment of the contributions of other factors, such as
interaction and dissipation, to the OSC behavior. Therefore, a fundamental
question arises: Can a purely dissipative quantum system, without external
coherent or incoherent driving, exhibit OSC behaviors? If so, could these
oscillations be time crystals? Positive answers to these questions could pave
the way for realizing dissipation-induced, heating-immune time crystals.

We address this question by theoretically unveiling the none-
quilibrium steady-state phase diagram of a dissipative Heisenberg spin
system, specifically one without external driving. We demonstrate the
emergence of LC and chaotic steady-states, supported by spin dynamics
and linear stability analysis. We characterize the LC steady states as a
CTC by examining their robustness to noisy interactions and dissipation
in the thermodynamic limit.

Results

System

We consider a dissipative interacting system governed by the Lindblad
master equation (% = 1),

dp . .
B =il p0] + )Y Dlpl] )

where H is the Hamiltonian governing the system’s unitary evolution.
We consider the Hamiltonian to be the paradigmatic spin-1/2 Hei-
senberg XYZ model,

=3 L @

where 67, is the Pauli operator for nth spin and all spins are localized in a
d-dimensional cubic lattice. The nearest-neighbor spin pairs, denoted by
(mmn), are anisotropic interacting with strength J,. Each spin undergoes an
incoherent downward flipping process governed by

D,[p] =T (6, po} — 16,76, ,p}/2), 3)

at strength I, with 6, = (67 £i67)/2.

These single-site dissipations break the time reversibility and other
relevant symmetries of the system which usually results in the uniqueness ofa
stationary steady state'”™'"’. As illustrated in Fig. 1a,a CTCis a nonstationary
steady state characterized by a periodic oscillation in the local observable O of
a time-independent many-body system, which spontaneously breaks the
continuous time-translation symmetry of the system. This periodic oscilla-
tion is stabilized by many-body interactions in the thermodynamic limit,
denoted by limy_, . (Op(t>1)) = O(t) = O(t + T), where N is the
system size and T is the period of oscillation. Moreover, the periodic oscil-
lation is robust against small, locality-preserving perturbations to both the
state and the equation of motion®***'"*, The above definition of CTC excludes
the LC behaviors exhibited by the nonlinear systems with only a few degrees
of freedom, such as a single van der Pol oscillator'® and Belousov-
Zhabotinsky reaction’’, from being considered as candidates for time
crystals.

Mean-field phase diagram

To investigate the rich nonequilibrium phases in the thermodynamic limit
(N — 0)*, we conduct our study at the mean-field level which assumes that
all spins are uncorrelated, meaning the system is in a product state:
p~®Y=p . Given the limitations of the mean field theory in one-
dimensional systems”"*, we focus on two-dimensional systems composed
of infinite 3 x 3 clusters as illustrated in Fig. 1b. It is important to note that
the cluster here refers to a unit cell in which the spins can exist in distinct
states. The system is assumed to consist of an infinite number of such
clusters, and the boundaries of these clusters are treated using periodic
boundary conditions. In other words, we rewrite the density matrix as

PAPe®pe®pe--- with po=®h,p, and a cluster size No = 9.
Therefore, a set of 3N, nonlinear Bloch equations is obtained from Eq. (1),

(& . 1y$6:)(00) = J:(0,) (0
<dt>=—§<n>+; () 0) ~ 1) 0%
d<dafl> _ _£<6£>+zm:k<axn><&fn> ;]x<6fl><6fn>’ (4)
) _ (- o APEE) L)

where 7 is an index within a cluster C and the sum over m encompasses the
nearest neighbors of the nth spin. Although the mean-field approach may
fail in systems with short-range interactions, for the nearest-neighbor
Heisenberg spin system considered in our study, we conducted precise full
quantum numerical calculations on finite-size systems with periodic
boundary conditions. These calculations reveal that two-body correlations
significantly diminish as the system size increases (see Supplementary
Note 1). This observation is consistent with the approximations inherent in
mean-field methods.

Figure 2a shows the phase diagram numerically determined from spin
dynamics with fixed J, = y = 1. The paramagnetic (PM) phase aligns all spins
downward, i.e., (6’;(”)) =0, (6%) = —1, preserving the system’s Z, sym-
metry (6, — —07,, 0%, — —a%). This Z, symmetry of the system is spon-
taneously broken in the ferromagnetic (FM) phase, where (67’) # 0. The
spin-density-wave (SDW) phase has a period greater than two lattice sites in
at least one direction. The antiferromagnetic (AFM) and staggering XY
(sXY) phases as found in Lee et al.** would emerge when the selected cluster
contains an even number of spins along any axis (see Supplementary
Note 2). In addition to those stationary phases, a nonstationary OSC phase,
which spontaneously breaks time-translation symmetry, emerges within
SDW phase region. Unlike PM and FM, which are spatially uniform phases
and can exist without dissipation®*'"”, SDW and OSC are spatially non-
uniform states that exist only under nonequilibrium circumstances.

Those OSC steady states can be further classified into LC and chaos
based on the Lyapunov exponent A'"*. The LC steady states here are CTCs
because they are characterized not only by stable periodic oscillations but
also by the spontaneous breaking of continuous time-translation symmetry
in many-body systems. For example, as shown in Fig. 2b, we present a
detailed phase diagram of OSC phases with fixed ], = 1.1, where the CTC
and chaos correspond to A = 0 and A > 0, respectively (see details in the
“Calculation of Lyapunov exponent” subsection in the “METHOD” sec-
tion). In Fig. 2c—g, we demonstrate the different dynamical behaviors of FM,
PM, SDW, CTC, and chaos phases by projecting the dynamic trajectories of
magnetization onto the y-z plane of the Bloch sphere. The highlighted
circular blocks correspond to the initial states |y, (t=10))=(] 1)+
e"/| | 1)/+/2 for the spins with n = 1, 4, 7 as labeled in Fig. 1b. The
dynamical behaviors of magnetization (65_, ,) illustrate that the sta-
tionary SDW phase corresponds to fixed points, while either LC attractors
or chaotic behavior are observed in the nonstationary OSC phase.

The Heisenberg XXZ model is a loyal supporter of PM, where the
system has isotropic interactions (J, = J,) in x-y plane, which conserve
magnetization, leaving no mechanism to counteract the dissipation-
induced spin downwards. In the XYZ model, the anisotropic interaction
(Jx#J,) breaks the conservation of magnetization, leading to spin fluctuation
with pairs of spins flipping upwards or downwards simultaneously. This
spin fluctuation also allows each spin to precess around its effective mag-

netic field ?:ﬁ = > U4(07,),1,(0%,),].(67,)), which originates from
interactions with surrounding spins as shown in Fig. 1c. The competition
between the spin fluctuation or precession and the dissipation-induced spin
downwards complicates the scenario, leading to the emergence of other
phases when the dissipation no longer dominates. The balanced competi-
tion results in stationary phases such as FM and SDW. This balanced
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competition can also turn into cooperation under suitable parameters,
giving rise to nonstationary OSC phases that break energy conservation.
Those steady states can only be achieved with sufficiently strong anisotropic
interactions. Therefore, assuming a sufficiently large cluster size is essential
for accessing a broader range of possible steady states. Figure 1d illustrates
the case that neighboring spins tend to align antiparallel, i. e., Jy—x. > 0
(other cases can be analyzed similarly), to illustrate the microscopic cycle of
this dynamical cooperation. The system gains energy when the dissipation
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Fig. 1 | Illustration of continuous time crystals (CTCs) and their mechanism. A
persistent oscillation with period T of spins in (a) is the core feature of the

CTCs, which emerge in a two-dimensional dissipative Heisenberg spin system
composed of infinite 3 x 3 clusters, with each spin indexed by n € [1, 9] in (b).

As shown in (c), the dynamics of the nth spin are governed by the interplay between
the dissipation I, which drives the spin downward and the XYZ spin interaction,

which induces an effective magnetic field B d Iustrates the mechanism of the
CTCs, realized through a microscopic cycle that involves three steps: the energy loss
induced by dissipation I',, spin fluctuations driven by the anisotropic interaction

676}, +0,6,.,,and the energy gain induced by dissipation I',. 1.

(@

Fig. 2 | Nonequilibrium phase diagram and spin dynamics. a Shows the mean-
field phase diagram with J, = y = 1, which includes three stationary phases: para-
magnetic (PM), ferromagnetic (FM), and spin-density-wave (SDW), along with one
additional nonstationary oscillatory (OSC) phase. The OSC phases can further be
distinguished into continuous time crystal (CTC) and chaotic phases by calculating

flips down the nth spin. This process also would be recognized as implicit
incoherent drive”” in the sense that it helps system to gain the energy.
Following is an energy-conserving process that spin fluctuations cause two
neighboring spins to be in a coherent superposition of up or down simul-
taneously. Finally, when dissipation flips the (n + 1)th spin downward to
align antiparallel with neighboring spins, the system releases energy.

The energy gain and loss of Floquet time crystals primarily arises from
coherent driving. In driven-dissipative systems, the driving and dissipation
can respectively serve as mechanisms for energy gain and loss"™%*".
Without driving, if the dissipation solely reduces the system’s energy, such as
photon leakage from a cavity leading to irreversible energy loss, the system
would decay into a trivial steady state’® . In our scenario, these microscopic
cycles sustain the nonconservative OSC behavior, where dissipation plays
the dual role of energy gain and loss in cooperation with anisotropic-
interaction-induced spin fluctuations. Therefore, our work introduces, to
the best of our knowledge, an entirely new mechanism for the emer-
gence of CTC.

Linear stability analysis
To further confirm the time-dependent nonequilibrium phase, we intro-
duce small local perturbations &p - to the fixed-point solution p p 9 of Eq. (4),
which is numerically obtained by setting the left hand side of Eq. (4) to zero.
The characteristic equation of motion for §p. is derived by linearizing the
system and denoted as 0,8p. = M[0p.], where the superoperator M is
referred to as Jacobian. Therefore, the dynamical behavior of local pertur-
bations can be expressed as dp. = chje)‘f’ 8pc j» where ¢; and ; are the
superposition coefficients and eigenvalues corresponding to the j-th
eigenmode Jp; of the Jacobian. Here, elgenvalues are ordered in des-
cending real parts, ie,Re[A;] =2Re[A,]= -++ . Therefore, when all eigenvalues
have negative real parts, §p will decay to zero over the system’s relaxation
time, indicating that the fixed-point solution p Pc represents the steady state.
The appearance of eigenvalues with positive real parts results in the expo-
nential growth of the local perturbations dp -, revealing that the fixed-point
solution Pc) is a metastable state. In additon, the system will evolve into a
time-dependent steady state if the imaginary parts are nonzero.

Figure 3a, b shows the real and imaginary parts of the first two
eigenvalues, A, (triangles) and A, (circles), of the Jacobian M. The phase

Z

the Lyapunov exponent A, as exemplified in (b) with ], = 1.1 (marked with the green
dotted line in (a)). c-g Indicated by arrows in (a, b) and corresponding to

J.=0,2,5,10,and 15, respectively, display the magnetization dynamic trajectories on
the y-z plane for spins with n =1, 4, 7 in each phase. The solid circles mark the initial
states and the fixed-point fates of FM, PM, and SDW are marked with square blocks.
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Fig. 3 | Linear stability analysis. a, b Share the same x-axis and show the real and
imaginary parts of the first two eigenvalues A, (triangles) and A, (circles) of the
Jacobian M with fixed J, = 5.9, J, = y = 1. The nonzero conjugate pairs of the
imaginary parts indicate oscillatory dynamics. This oscillation decays to a stationary
spin-density-wave (SDW) phase when the real parts are negative, and stabilizes to a
nonstationary oscillatory (OSC) phase when the real parts are positive. ¢, d Share the
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same y-axis and show the robustness of dynamics of (¢”) for different initial states
[y, (t=0)) = (| 1) + +/99ein+am/k| | })/10 with k = 3 (black solid line), 6 (blue
short-dashed line), 9 (red dotted line), 12 (green dot-dashed line), 15 (magenta solid
line). The zoom-in plot of (d) and the Fourier spectrum of the selected dynamical
regions (I't € [400, 1000]) of (d) are respectively shown in (d1 and d2). The dashed
lines in (a, b) highlight zero values.

Ul

0]
)
3

1.0

JIE:
| &=
& 0.6
Jis

0.4

0.2

0.5

025
Noise strength g

0.6 0.0

04
Frequency w

. P
0. 0 0.2
Fig. 4 | Rigidity of continuous time crystals (CTCs) under Gaussian white noise.
a, b Share the x-axis and show the noisy interaction and spin dynamics with three
stages: The noiseless CTC (stage I) is perturbed by weak noise (stage II) and strong
noise (stage IIT) at I't = 200 and 400, respectively. The noise strengths
Br=0, B = 0.04, i = 0.2 are respectively indicated in (d) with square, triangle and
star symbols. ¢ shows the Fourier spectrum of the selected arrowed regions in (b),
with the zoom-in inset. d Shows that the relative crystalline fraction (RCF) R
decreases as the noise strength 8 increases and stabilizes at the dashed gray line,
where the system may still retain some information about the CTC. Here the initial
state is the same as the one used in Fig. 2(c—e), and the undisturbed interaction
strengths are J, = 7, L,=15].=1

boundaries of the SDW-OSC phases, J, = 1.098 and J, = 1.366, where
the real parts of the eigenvalues switch signs, are consistent with those
shown in Fig. 2a. The imaginary parts consistently appear as nonzero
conjugate pairs, suggesting that by selecting an appropriate initial state,
the system will: 1) evolve into the time-independent steady state with
oscillatory decay behavior in the SDW phase; 2) potentially pass through
a metastable state before transitioning into a LC state in the OSC phase.
Those behaviors are illustrated in Fig. 3¢, d by the average magnetization of
one cluster, (¢"7F) =3 (67 "*)/No with initial state
ly, (t=0)) = (| 1)+ /99ent /K| | ))/10, where r,, and ¢, denote
the row and column of the nth spin. In Fig. 3¢, d, the lines represent results

obtained from different initial states with k = 3, 6, 9, 12, 15. These results
demonstrate the robustness of the steady states against variations in initial
conditions. Specifically, for the CTC phase, different initial states only
induce a phase shift in the oscillations, as shown in Fig. 3d1, while the
amplitude and frequency spectrum, as depicted in Fig. 3d2, remain
unchanged.

Rigidity of continuous time crystal
The rigidity of a CTC requires its periodic OSC behavior to exhibit strong
robustness against fluctuations in system parameters. Here, we consider
noisy interactions given by J_(£) = J, + £ (1), where &4(t) represents iso-
tropic Gaussian white noise, and its standard deviation f3, acts as intensity. In
Fig. 4a, we design three stages of interactions, with the corresponding
dynamical behavior displayed in Fig. 4b for (6*), and its Fourier spectrum,
(6*)(w), for the selected regions, shown in Fig. 4c. Without noise (stage I),
the system relaxes to a LC-type oscillation, whose Fourier spectrum exhibits
a sharp dominant peak at w = w, = 0.18 and a small peak at w =~ 3w,
indicating the emergence of a prototypical CTC. We then perturb the CTC
with the weak noise of strength = 0.04 at stage II. This perturbation has
nearly no effect on the main peak, only introducing weak higher-frequency
components in the Fourier spectrum as shown in the inset of Fig. 4c,
indicating that the CTC is still thriving. Finally, we quench the system with
much stronger white noise of strength 8 = 0.2 at stage III. The regular
periodic oscillations are significantly altered, with the w, component no
longer being the dominant peak, and numerous other frequency compo-
nents appearing. Consequently, the CTC becomes softened under this
strong noise.

Furthermore, we define the relative crystalline fraction (RCF), R, = Q,/Qy,
to quantify the rigidity of the CTC. The crystalline fraction for stage # = LILIII
is defined as Q - Ewe[w —dw.w +6w]<dx (w)/Zwe[O Aw] )((l)) with the
principal frequency w, and its frequency width dw in the noiseless
case. Here Aw denotes the frequency window used to calculate the crystalline
fraction. We set dw = 0.08 and Aw = 0.6 for our calculations. The RCFs for the
three stages are R; = 1, Ry = 0.89, and Ry = 0.53 as shown in Fig. 4d, where
illustrates how the CTC melts as the noise strength increases. The CTC’s RCF
decreases as the noise increases and stabilizes at the dashed gray line, indicating
that, even in the presence of strong noise, the system’s OSC behavior may still
retain some information about the CTC. We have also verified its robustness
under other noisy interactions (see Supplementary Note 3) and noisy
dissipation.

Experimental realization

We have recently experimentally implemented independent loss and gain
between |}) = |F = 0,m; = 0) and |[1) = |F = 1, m; = 0) states in the
*S1/, manifold of "'Yb". This was achieved by optically pumping the ions to
six auxiliary excited states and adiabatically eliminating the states exhibiting
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Fig. 5 | Dynamics of distance. Time evolution of the distance A(f) between the
fiducial trajectory and auxiliary trajectory for chaotic phase. The black dashed
horizontal line denotes the given threshold A, = 0.1 for resetting the auxiliary
trajectory (red dot-dashed vertical lines). Here J, = 13, J,=11].=y=10.

spontaneous emission”. The XYZ interactions have been realized in
experiments by coupling the collective motion of ions to their internal
states'”'”’. We find that the power-law decay characteristics of these
interactions do not influence the existence of OSC behavior (see Supple-
mentary Note 4). The XYZ interactions have also been proposed to be
realizable through techniques such as two-photon resonance in systems
such as Rydberg atoms, Rydberg-dressed atoms, and dipolar atoms or
molecules®.

Conclusions

In summary, we have proposed a CTC mechanism resulting from the
competition between dissipation-induced spin downwards and anisotropic-
interaction-induced spin precession or spin fluctuation. In the past, the
general understanding of CTCs primarily focused on the interplay of dis-
sipation and driving-induced quantum coherence but gave less attention to
the role of interaction. Therefore, this represents, to the best of our knowl-
edge, a completely new ergodic-breaking mechanism in which interactions
play a crucial role. Since there is no external drive, the realized CTC is not
subject to heating, allowing its lifetime can be as long as the system’s.

This work paves the way for future explorations of CTCs that are
immune to heating in other systems, including Hubbard model™'* and
Rydberg model”™**'* using the methods introduced here and other
numerical approaches”'*™** involving quantum fluctuations and correla-
tions. The experimentally accessible CTC provides further motivation to use
dissipations as resources for exploring nonequilibrium quantum dynamics,
such as quantum synchronization. The existence of CTCs and chaotic

phases opens a pathway to investigate reversible-to-irreversible
transitions"” in dissipative quantum systems.
Method

Calculation of Lyapunov exponent

We employ the largest Lyapunov exponent (LE), a metric introduced in
ref. 118, to make discrimination between LC and chaos behavior. In
analogy to the classical definition, we use two quantum trajectories,
fiducial trajectory and auxiliary trajectory, to simulate the evolution of
the system. Here the auxiliary trajectory is initialized as a normalized
state but with a perturbation on the normalized initial fiducial state ¥,
namely yi"" = 1//”“ + ey, with the random perturbative state ,,,, and
e < 1. The deﬁnition of the largest LE is based on the distance of these
two trajectories and the distance is defined as difference between
observables of these two trajectories. Here we choose the magnetization
along y direction ¢”(t) = - ZneC v, (D167 ()|, (1)) as the observable.
The initial distance A(t = 0) = |_ (t = 0) — 0/(t = 0)| plays the refer-
ence during the time evolution. When the time-dependent distance

A(t) = |(ry (t) — ()| exceeds a given threshold A at a time #;, A(ty) is
reset to the initial distance A(t = 0) through renormallzlng the auxiliary
trajectory close to the fiducial trajectory. Finally, the largest LE is given by

1
A= :l—lglo?;lndk’ (5)

where k indexes each time point that the threshold A, is touched and
di = A(ti)/Ao. The fact that auxiliary trajectory respectively tends to be
attracted to the fiducial state in the LC case and tends to away from the
fiducial state in the chaos behavior, results in vanished LE A = 0 and nonzero
LE A # 0 for LC and chaotic behavior respectively.

As shown in Fig. 5, here we consider the parameters as
Jx=13,],=L.1,],=y= 1.0, corresponding to the chaotic phase in the Fig. 2b
of the main text. It can be observed that the dynamical distance A frequently
touches the set threshold distance A, during the evolution, indicating the
nonzero LE A = 0.1 for the corresponding chaotic scenario.

Data availability
The data that support the plots within this paper and other findings of this
study are available from the authors upon reasonable request.
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