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#### Abstract

Recently, there is growing interest in studying quantum mechanics from the information geometry perspective, where a quantum state is depicted by a point in the projective Hilbert space (PHS). However, the absence of high-dimensional measures limits information geometry in the study of multiparameter systems. In this paper, we propose a measure of the intrinsic density of quantum states (IDQS) in the PHS with the volume element of quantum Fisher information (QFI). Theoretically, the IDQS is a measure to define the (over)completeness relation of a class of quantum states. As an application, the IDQS is used to study quantum measurement and multiparameter estimation. We find that the density of distinguishable states (DDS) for a set of efficient estimators is measured by the invariant volume element of the classical Fisher information, which is the classical counterpart of the QFI and serves as the metric of statistical manifolds. The ability to infer the IDQS via quantum measurement is studied with a determinant-form quantum Cramér-Rao inequality. As a result, we find a gap between the IDQS and the maximal DDS over the measurements. The gap has tight connections with the uncertainty relationship. Exemplified by the three-level system with two parameters, we find that the Berry curvature characterizes the square gap between the IDQS and the maximal attainable DDS. Specific to vertex measurements, the square gap is proportional to the square of the Berry curvature.
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## I. INTRODUCTION

Estimating parameters with a high precision is essential for both scientific research and technical applications. Recently, studies of estimating multiple parameters simultaneously using quantum resources have attracted lots of attention [1-13]. The theory of quantum parameter estimation $[14,15]$ and quantum metrology [16-18] provides us the basic tools to estimate a single parameter via quantum measurement and methods of enhancing the precision of parameter estimation with quantum resources. Quantum Fisher information (QFI) lies at the heart of the theory by setting the upper bounds of a single estimator's precision via the quantum Cramér-Rao inequality. The single-parameter case is well studied, and series of achievements [19-21], such as high-precision magnetometry [22-24], atomic clocks [25-28], and gravitational wave detectors [29,30], have been demonstrated in principle or realized experimentally.

Information geometry presents us with a fundamental viewpoint to study single-parameter estimation with differential geometrical methods [31-40]. By taking QFI as the Riemannian metric of the embedding parameter spaces, estimating a small parameter is equivalent to distinguishing neighboring quantum states along the curve given by the shift of the parameter to be estimated [40]. QFI measures the square of the density of states distinguishable in the neighborhood of the given point (states) along the curve. The ease of distinguishing two states via parameter estimation is thus quantified

[^0]by the statistical distance, i.e., length of the geodesic line given by QFI $[39,40]$. The QFI and statistical distance have tight connections with the measures widely used in quantifying the "distance" between quantum states, such as the Fubini-Study metric [41], quantum geometric tensor [35], Bures distance [40], and Kullback-Leibler divergence (relative entropy) [36]. Especially, in some theoretical studies [42-45], the QFI, also known as the Bures metric, is defined via the fidelity between two infinitesimally close states [46-48]. As a metric, QFI also depicts the square of the speed of the quantum state's "movement" with respect to the small shift of the intrinsic or external control parameter. It is also known as the fidelity susceptibility [49-53] in these scenarios. Therefore, in the framework of information geometry, researchers can unify topics in quantum mechanics with parameter estimation, such as the quantum phase transition [54-58], quantum non-Markovianity [59], quantum speed limit [60-64], optimal control [65-69], quantum algorithm [70-72], and even thermodynamics [66,73-78].

In general cases such as vector magnetic field estimation [7], optical imaging [4], and wave-function detection, one simultaneously estimates more than one parameter from a given quantum state. These demands encourage the flourishing studies of multiparameter estimation. For the $d$-dimensional estimand $\boldsymbol{\theta}$, i.e., parameters to be estimated, the uncertainty of the corresponding unbiased estimators is depicted by its ( $d \times$ $d$ )-dimensional covariance matrix. One of the primary tasks is extracting a scalar measure from the covariance matrix to assess the quality (precision) of these estimators and finding the saturable bounds of the measure. The quadratic cost function is the conventional measure widely used in current studies.

It is the weighted average of covariance matrix entries, by introduction of a $(d \times d)$-dimensional nonnegative definite real symmetric matrix $\boldsymbol{G}$ to weight the asymmetrical significance of the parameters [14,15]. The cost function is bounded by a Cramér-Rao-type bound [14] and Holevo Cramér-Rao bound $[10,15]$. Much has been achieved with these measures $[1-6,9]$. Two extreme conditions are well studied: (i) $\boldsymbol{G}=\boldsymbol{n} \boldsymbol{n}^{T}$ [9]-the cost function only counts the variance in a specific direction $\boldsymbol{n}$ in the parameter space and reduces to the variance of a single parameter via reparameterization; and (ii) $\boldsymbol{G}$ is identity $[4,13]$ - the corresponding cost function is the trace of the covariance matrix.

Estimating a set of $d$ independent parameters $\boldsymbol{\theta}$ of a given quantum state is equivalent to inferring the coordinates of a given point in $d$-dimensional parameter space. Hence the precision of the corresponding estimation highly relates to the geometrical properties of the neighborhoods of the given point $\boldsymbol{\theta}$. However, it is hard to interpret the general cost function and its bounds as geometrical measures of the parameter space straightforwardly. The tight connections between information geometry and parameter estimation are thus loose in current multiparameter studies. This increases the difficulty of generalizing results acquired in recent studies to other topics highly related to the statistical properties of multiparameter quantum systems.

Theoretically, manifolds of the quantum system called complex projective Hilbert spaces [36-38] are intrinsically multidimensional. In practical studies, most of the manifolds we encountered, such as the ground-state manifolds [79], quantum phase transition [80,81], response theory [82-84], and even thermodynamics $[66,77,78,85,86]$, are generally multidimensional too. Accurate characterization of the neighborhood of a given point in multidimensional manifolds is thus vital to understanding and promoting these studies. Hence finding a measure of multiparameter estimation from the information geometrical perspective is an essential and significant topic for quantum information fields.

In this article, we study multiparameter estimation from the information geometry perspective. We find that, as a Riemannian metric equipped in the parameter space, QFI's volume element quantifies the intrinsic density of quantum states (IDQS), which is a natural generalization of the "line element" in single-parameter cases. The IDQS is the measure for defining the (over)completeness relation of a class of states which forms submanifolds of the projective Hilbert space. As its classical counterpart, the volume element of classical Fisher information provides us the density of distinguishable states (DDS) in the statistical manifold. The DDS measures the maximal density of states that can be distinguished in a single shot of the given measurement, when the quality of a set of estimators built on its results is quantified via the volume occupied by their "error ball." The IDQS bounds the DDS via the quantum Cramér-Rao inequality in determinant form. Differently from the single-parameter case, this bound is not always attainable. A gap between the IDQS and the maximal DDS achieved via quantum measurement is found. We study the three-level system as an example, which is the minimal system for study of the gap. As a result, a tight connection between the gap and the Berry curvature is found.

This article is organized as follows. In Sec. II, we review single-parameter estimation from the information geometry perspective. In Sec. III, the DDS and IDQS are introduced. In Sec. IV, the ability to infer the IDQS with quantum measurements is studied via the quantum Cramér-Rao inequality in the determinant form. As a result, a gap between the maximal DDS and the IDQS is found. In Sec. V, a three-level system for study of the gap is proposed, and the tight connection between the gap and the Berry curvature is shown. Finally, we summarize the article in Sec. VI.

## II. REVIEW OF THE QUANTUM GEOMETRIC TENSOR AND PARAMETER ESTIMATION

## A. Quantum geometric tensor

In quantum mechanics, one usually terms the state space of an $(n+1)$-level system an $(n+1)$-dimensional Hilbert space. However, an additional equivalence, $|\psi\rangle \sim c|\psi\rangle$, with $c \in \mathbb{C} \backslash\{0\}$, is assumed implicitly. It depicts the demands of normalization and the physical insight that two states different only in the global phases are indistinguishable. Under this equivalence, the actual state space we handle is the so-called projective Hilbert space $\mathbb{C} \mathbf{P}^{n}$ or its submanifold generally [36-38]. Therefore, one usually parameterizes quantum states with the model $\mathcal{M}=\{\mid \psi(\boldsymbol{\theta}\rangle\langle\psi(\boldsymbol{\theta})| \mid \boldsymbol{\theta} \in \Theta\}$, which gives the real coordinate system $\boldsymbol{\theta}=\left(\theta^{1}, \theta^{2}, \ldots, \theta^{d}\right)$, with $d \leqslant 2 n$, of (the submanifold of) $\mathbb{C} \mathbf{P}^{n}$ effectively. The movement along the "radial direction" of state $|\psi(\boldsymbol{\theta})\rangle$ is null under this equivalence. Based on that, the intrinsic derivative is given by

$$
\begin{equation*}
\hat{\nabla}_{\mu}|\psi\rangle \equiv(\hat{\mathbb{1}}-|\psi\rangle\langle\psi|) \hat{\partial}_{\mu}|\psi\rangle \tag{1}
\end{equation*}
$$

with $\hat{\partial}_{\mu} \equiv \partial / \partial \theta^{\mu}$, and $|\psi\rangle \equiv|\psi(\boldsymbol{\theta})\rangle$ for succinctness. The normalization $\langle\psi \mid \psi\rangle=1$ is assumed. The derivative is orthogonal to state $|\psi\rangle$ with $\langle\psi| \hat{\nabla}_{\mu}|\psi\rangle=0$. In this form, the quantum geometric tensor $\mathcal{Q}$ is defined as a $(d \times d)$ dimensional matrix with the entries [35]

$$
\begin{equation*}
\mathcal{Q}_{\mu \nu} \equiv\langle\psi| \overleftarrow{\nabla}_{\mu} \hat{\nabla}_{\nu}|\psi\rangle=g_{\mu \nu}^{F}+i \sigma_{\mu \nu} \tag{2}
\end{equation*}
$$

$1 \leqslant \mu, \nu \leqslant d$, where the antisymmetric entry $\sigma_{\mu \nu} \equiv i\left(\mathcal{Q}_{\nu \mu}-\right.$ $\left.\mathcal{Q}_{\mu \nu}\right) / 2=-\mathcal{B}_{\mu \nu} / 2$ is proportional to the Berry curvature $\mathcal{B}_{\mu \nu} ;$ the symmetric part $\boldsymbol{g}^{F}$ with $d \times d$ entries

$$
\begin{equation*}
g_{\mu \nu}^{F} \equiv \frac{1}{2}\langle\psi|\left(\widehat{\nabla}_{\mu} \hat{\nabla}_{\nu}+\hat{\nabla}_{\nu} \hat{\nabla}_{\mu}\right)|\psi\rangle \tag{3}
\end{equation*}
$$

serves as the Riemannian metric of the projective Hilbert spaces when $\mathbb{C} \mathbf{P}^{n}$ is treated as a $2 n$-dimensional real manifold. We denote $\boldsymbol{g}^{F}$ the quantum Fisher metric (QFM) in this article, as it is a quarter of the quantum Fisher information (QFI) $\mathcal{F}$. The QFM defines the statistical distance with $[39,40]$

$$
\begin{equation*}
d s^{2} \equiv g_{\mu \nu}^{F} \dot{\theta}^{\mu} \dot{\theta}^{\nu} d t^{2}=g_{t t}^{F} d t^{2} \tag{4}
\end{equation*}
$$

where $\dot{\theta}^{\mu}=d \theta^{\mu} / d t$ is the derivative along the curve $\boldsymbol{\theta}(t)$, and the Einstein summation convention is assumed. The length of a curve acquired by integrating the element $d s$ depicts the maximal number of states distinguishable along the curve. The corresponding distance measures the ease of distinguishing the quantum states via quantum parameter estimation.


FIG. 1. Quantum single-parameter estimation (exemplified by the three-level system). (a) The state of the system located in the projective Hilbert space $\mathbb{C} \mathbf{P}^{2}$. Only one real parameter $\theta^{1}$ is assumed to be unknown and requires estimation. State $\left|\psi\left(\theta^{1}\right)\right\rangle$ draws a curve in $\mathbb{C} \mathbf{P}^{2}$ via variation of $\theta^{1}$. The statistical length of the curve is defined with the element $d s^{2}=g_{11}^{F}\left(d \theta^{1}\right)^{2}$. (b) Via a ternary-outcome projective measurement $\left\{\hat{E}_{i} \mid i=0,1,2\right\}$, state $\left|\psi\left(\theta^{1}\right)\right\rangle$ reduces to a classical distribution, $\boldsymbol{p}\left(\theta^{1}\right)=\left(p_{0}, p_{1}, p_{2}\right)$ with $p_{i}=\left\langle\psi\left(\theta^{1}\right)\right| \hat{E}_{i}\left|\psi\left(\theta^{1}\right)\right\rangle . \boldsymbol{p}\left(\theta^{1}\right)$ is located in a curve in the statistical manifold, which is a twosimplex. The density of the classical distribution along the curve is measured by $d s / d \theta^{1}=\sqrt{g_{11}^{I}}$. The maximum of this density is $\sqrt{g_{11}^{F}}$, which can be reached via the optimal measurement. (c) One estimates the state, i.e., the parameter $\theta^{1}$, with the sample acquired from a sequence of identical measurements. The width of the "error ball" of $\theta_{\text {est }}^{1}$ along the curve in the parameter space $\Theta$ is measured by $2 \delta \theta_{\text {est }}^{1}$. Two distributions can be reliably distinguished when their error balls have no overlaps. If the estimation is efficient, the density of states distinguishable in a single shot of the given measurement is maximal, which equals $\sqrt{g_{11}^{I}}$.

## B. Single-parameter estimation

In the process of parameter estimation as shown by Fig. 1 and 2, state $|\psi(\boldsymbol{\theta})\rangle$ is inferred via a set of positive operator-valued measurements (POVMs) $\hat{\boldsymbol{E}}=\left\{\hat{E}_{i}\right\}$ with $\sum_{i} \hat{E}_{i}=\hat{\mathbb{1}}$. The result $i$ is acquired with probability $p_{i}=$ $\langle\psi(\boldsymbol{\theta})| \hat{E}_{i}|\psi(\boldsymbol{\theta})\rangle$. Mathematically, the measurement reduces the projective Hilbert spaces of states $|\psi(\boldsymbol{\theta})\rangle$ to a statistical manifold of classical distribution $\boldsymbol{p}=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$. Corresponding to the QFM, the metric of the statistical manifold is the Fisher-Rao metric (FRM) $g^{I}$ with the $d \times d$ entries

$$
\begin{equation*}
g_{\mu \nu}^{I} \equiv \sum_{i} \partial_{\mu} \sqrt{p_{i}} \partial_{v} \sqrt{p_{i}} \tag{5}
\end{equation*}
$$

$1 \leqslant \mu, v \leqslant d$. The FRM is a quarter of the classical Fisher information (CFI) $\mathcal{I}$. One builds estimators $\boldsymbol{\theta}_{\text {est }}$ of the parameters $\boldsymbol{\theta}$ with the sample acquired by the measurement results after $m$ repetitions. The precision of the estimators $\boldsymbol{\theta}_{\text {est }}$ is measured by $\boldsymbol{\Sigma}^{-1}$, the inverse of its $(d \times d)$-dimensional covariance matrix $\boldsymbol{\Sigma}$ with entries $\Sigma^{\mu v}=\operatorname{Cov}\left(\theta_{\text {est }}^{\mu}, \theta_{\text {est }}^{v}\right), 1 \leqslant$ $\mu, \nu \leqslant d$. The CFI sets the upper bound of the precision, and the CFI itself is upper bounded by the QFI via the quantum Cramér-Rao inequality (QCRI) $[14,15]$,

$$
\begin{equation*}
m \mathcal{F} \geqslant m \mathcal{I} \geqslant \mathbf{\Sigma}^{-1} \tag{6}
\end{equation*}
$$

this indicates $m \mathcal{F}_{\mu \mu} \geqslant m \mathcal{I}_{\mu \mu} \geqslant\left(\Sigma^{-1}\right)_{\mu \mu}=1 / \delta^{2} \theta_{\text {est }}^{\mu}$, when only one of the parameters, e.g., $\theta^{\mu}$ as shown in Fig. 1, requires estimation. The saturation of the ultimate precision $m \mathcal{F}_{\mu \mu}$ requires optimization of the estimation and


FIG. 2. Quantum multiparameter estimation (exemplified by the three-level system). (a) State $|\psi(\boldsymbol{\theta})\rangle$ of the system located in the projective Hilbert space $\mathbb{C} \mathbf{P}^{2}$. We focus on its two-dimensional submanifolds, where only two real parameters, $\boldsymbol{\theta}=\left\{\theta^{1}, \theta^{2}\right\}$, are assumed to be unknown and require estimation. The IDQS in this space is measured by $\mathcal{D}_{Q}(\boldsymbol{\theta})$. (b) Via a ternary-outcome projective measurement, $\left\{\hat{E}_{i} \mid i=0,1,2\right\}$, state $|\psi(\boldsymbol{\theta})\rangle$ reduces to the classical distribution $\boldsymbol{p}(\boldsymbol{\theta})=\left(p_{0}, p_{1}, p_{2}\right)$ with $p_{i}=\langle\psi(\boldsymbol{\theta})| \hat{E}_{i}|\psi(\boldsymbol{\theta})\rangle . \boldsymbol{p}(\boldsymbol{\theta})$ is located in a statistical manifold, which is a two-simplex. $\mathcal{D}_{D}(\boldsymbol{\theta})$ measures the DDS in this simplex. (c) One estimates the state, i.e., the parameters $\boldsymbol{\theta}$, with the sample acquired from a sequence of identical measurements. The volume occupied by the "error ball" of $\boldsymbol{\theta}_{\text {est }}$ in the parameter space $\Theta$ is measured by $\sqrt{|4 \Sigma|}$. Two distributions can be reliably distinguished when their error balls have no overlaps. The density of states distinguishable in a single shot of the given measurement is maximal for efficient estimation, which equals the $\operatorname{DDS} \mathcal{D}_{D}(\boldsymbol{\theta})$.
measurement: the last equality is reached by maximal likelihood estimation, and the first equality is reached by the optimal measurement $\hat{\boldsymbol{E}}$ satisfying [40]

$$
\begin{equation*}
|\psi\rangle\langle\psi|\left(\lambda_{\mu}-\hat{L}_{\mu}\right) \hat{E}_{i}^{1 / 2}=0, \forall i \tag{7}
\end{equation*}
$$

with $\lambda_{\mu} \in \mathbb{R} . \hat{L}_{\mu}$ is the symmetric logarithmic derivative defined by $\hat{\partial}_{\mu} \hat{\rho} \equiv\left(\hat{L}_{\mu} \hat{\rho}+\hat{\rho} \hat{L}_{\mu}\right) / 2$ with $\hat{\rho}=|\psi\rangle\langle\psi|$. We mention that the QCRI, Eq. (6), is still valid when $\hat{\rho}$ is a general mixed state $[14,15,40]$.

## C. Multiparameter estimation

In multiparameter cases, one needs to simultaneously estimate a set of parameters $\boldsymbol{\theta}$ from the given state $|\psi(\boldsymbol{\theta})\rangle$. The QCRI, Eq. (6), is still valid. However, to quantify the quality of measurement and estimation, one should extract a scalar index from the covariance matrix $\boldsymbol{\Sigma}$. The index in the traditional framework is $\operatorname{tr}(\boldsymbol{G} \boldsymbol{\Sigma})$, the weighted average of the entries $\Sigma^{\mu \nu}$, by introduction of a $(d \times d)$-dimensional real symmetric positive cost matrix $\boldsymbol{G}$. It straightforwardly gives us the inequality

$$
\begin{equation*}
\operatorname{tr}\left(\boldsymbol{G} \mathcal{F}^{-1}\right) \leqslant \operatorname{tr}\left(\boldsymbol{G} \mathcal{I}^{-1}\right) \leqslant m \operatorname{tr}(\boldsymbol{G} \boldsymbol{\Sigma}) \tag{8}
\end{equation*}
$$

with the multiparameter quantum Cramér-Rao bound (QCRB) $\operatorname{tr}\left(\boldsymbol{G} \mathcal{F}^{-1}\right)$. Without loss of generality, all of the components of $\boldsymbol{\theta}$ are assumed to be unknown and are independent of each other. This indicates that both $\mathcal{F}$ and $\mathcal{I}$ are full rank and completely positive. Specifically, when $\boldsymbol{G}$ is taken as the identity, the corresponding index is the trace of the covariance matrix, which has been widely used in recent studies
[3-6,9]. As a precision limit, the QCRB is too optimistic, as it is not necessarily attainable. For pure-state cases, the QCRB is saturable and only saturable by states $|\psi(\boldsymbol{\theta})\rangle$ with $\langle\psi(\boldsymbol{\theta})|\left[\hat{L}_{\mu}, \hat{L}_{v}\right]|\psi(\boldsymbol{\theta})\rangle=0, \forall \mu, v$, i.e., the vanishing of the Berry curvature matrix. This is the commutation condition proved by Matsumoto [3]. The generalization of this condition to mixed states was first discussed for specific states [ $5,11,12,87$ ], then proved for general cases via the Holevo Cramér-Rao bound with the local asymptotic normality theory [88] and direct minimization [6].

The asymptotically saturable bound of $\operatorname{tr}(\boldsymbol{G} \boldsymbol{\Sigma})$ for the general state $\hat{\rho}(\boldsymbol{\theta})$ is the well-known Holevo Cramér-Rao bound [15] with the (equivalent) formulation [6,89]

$$
\begin{equation*}
\min _{\left\{X_{\mu}\right\}}\{\operatorname{tr}(\boldsymbol{G} \operatorname{Re} \boldsymbol{V})+\operatorname{tr}(|\sqrt{\boldsymbol{G}} \operatorname{Im} \boldsymbol{V} \sqrt{\boldsymbol{G}}|)\} \leqslant m \operatorname{tr}(\boldsymbol{G} \boldsymbol{\Sigma}) \tag{9}
\end{equation*}
$$

where the $(d \times d)$-dimensional matrix $\boldsymbol{V}$ is defined with the entries $V_{\mu \nu}=\operatorname{Tr}\left(\hat{\rho} \hat{X}_{\mu} \hat{X}_{\nu}\right)$; the minimization is done over the set of Hermation matrices $\hat{X}_{\mu}$ satisfying $\operatorname{Tr}\left(\hat{\rho}\left\{\hat{X}_{\mu}, \hat{L}_{\nu}\right\}\right)=$ $2 \delta_{\mu \nu}$. As mentioned by Ragy et al. [6], the saturation of this bound in general cases requires infinite copies of probe states and allowance of collective measurements. The minimum of $m \operatorname{tr}(\boldsymbol{G} \operatorname{Re} \boldsymbol{V})$ over the sets of $\left\{\hat{X}_{\mu}\right\}$ is exactly the QCRB [6,89]. Hence, the Holevo Cramér-Rao bound also plays significant roles in generalizations of the commutation condition to mixed states $[6,87,88]$.

Much has been achieved [1,2,19-21] with these two bounds. Both of them are highly dependent on the cost matrix $\boldsymbol{G}$, which is introduced additionally to increase the flexibility of the index $\operatorname{tr}(\boldsymbol{G} \boldsymbol{\Sigma})$ in solving specific problems accordingly. However, there is no straightforward method to grant them information-geometric interpretations as researchers have done in single-parameter cases.

## III. DENSITY OF STATES

Riemannian geometry provides us a standard method to quantify the invariant volume and the corresponding density of a Riemannian manifold. If $\boldsymbol{g}$ serves as the metric of a Riemannian manifold $(M, \boldsymbol{g})$ with coordinates $\Theta, d V=\sqrt{|\boldsymbol{g}|} d \Theta$ defines the invariant volume element of the manifold $M$, where $|\boldsymbol{g}|$ denotes the determinant of $\boldsymbol{g}$. The element $d V$ is invariant under the change of coordinates. This indicates that $\sqrt{|\boldsymbol{g}|}=d V / d \Theta$ measures the intrinsic density of the manifold. Hence, in the framework of information geometry, one can formally define a measure of the density of states in a statistical manifold (projective Hilbert space) with $\sqrt{\left|\boldsymbol{g}^{I}\right|}\left(\sqrt{\left|\boldsymbol{g}^{F}\right|}\right)$. The two densities have ample physical implications. As we show below, they naturally emerge from the basic theory of multiparameter estimation as the bounds of the precision measure.

## A. Volume of estimators and density of distinguishable states

In multiparameter estimation, researchers simultaneously estimate a set of $d$ independent parameters, i.e., the estimand $\boldsymbol{\theta}$ from the distribution $\boldsymbol{p}(\boldsymbol{\theta})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$, with $p_{i}=$ $\langle\psi(\boldsymbol{\theta})| \hat{E}_{i}|\psi(\boldsymbol{\theta})\rangle$. After $m$ repetitions of trails, one acquires a sample with $m$ measurement results, in which the outcome $i$ occurs at frequency $\xi_{i}$. According to the central limit theorem, the distribution of the frequency $\boldsymbol{\xi}=\left(\xi_{0}, \xi_{1}, \ldots, \xi_{n}\right)$
converges to a Gaussian distribution,

$$
\begin{equation*}
\rho(\boldsymbol{\xi} \mid \boldsymbol{\theta}) \propto \exp \left[-\frac{m}{2} \sum_{i} \frac{\left(p_{i}-\xi_{i}\right)^{2}}{p_{i}}\right] \tag{10}
\end{equation*}
$$

with $m \rightarrow \infty$. This distribution is highly localized in the neighborhood of the true value $\boldsymbol{p}(\boldsymbol{\theta})$. It is natural to conjecture that there exists a set of unbiased estimators $\overline{\boldsymbol{\theta}}_{\text {est }}(\boldsymbol{\xi})$ such that with the repetition $m \rightarrow \infty$, the distribution $\rho\left(\overline{\boldsymbol{\theta}}_{\text {est }} \mid \boldsymbol{\theta}\right)$ is asymptotic to

$$
\begin{equation*}
\rho\left(\overline{\boldsymbol{\theta}}_{\text {est }} \mid \boldsymbol{\theta}\right) \propto \exp \left[-\frac{4 m}{2}\left(\overline{\boldsymbol{\theta}}_{\text {est }}-\boldsymbol{\theta}\right)^{T} \boldsymbol{g}^{I}\left(\overline{\boldsymbol{\theta}}_{\text {est }}-\boldsymbol{\theta}\right)\right] \tag{11}
\end{equation*}
$$

in the neighborhood of $\boldsymbol{\theta}$, where the linear approximation $p_{i}-$ $\xi_{i} \approx \partial_{\mu} p_{i}\left(\theta^{\mu}-\bar{\theta}_{\text {est }}^{\mu}\right)$ is valid. The validity of this conjecture in the whole parameter space relates to the topics of asymptotic normality of estimation, where $\overline{\boldsymbol{\theta}}_{\text {est }}$ with the distribution from Eq. (11) are called asymptotically efficient estimators. Roots of likelihood equations and maximum likelihood estimation are proved efficient asymptotically under regularity conditions [90,91] (for details, see Appendix A) which can be locally satisfied by most statistical models in quantum metrology.

Two Gaussian distributions can be reliably discriminated when their overlap is less than a specific value, as shown in Fig. 1(c) and [39]. The distribution $\rho\left(\overline{\boldsymbol{\theta}}_{\text {est }} \mid \boldsymbol{\theta}\right)$ thus acquires an effective width along a given curve $\boldsymbol{\theta}(t)$. This indicates that a finite number of states are distinguishable on a segment of the curve. This is the core ingredient of the statistical distance [39]. For general unbiased estimators $\boldsymbol{\theta}_{\text {est }}$, the FRM $\boldsymbol{g}^{I}$ still bounds the inverse of their covariance matrix $\boldsymbol{\Sigma}$ as shown by the QCRI, Eq. (6). This indicates that the distribution of $\boldsymbol{\theta}_{\text {est }}$ is still highly localized. The variance $\boldsymbol{\Sigma}$ is still a qualified measure of $\boldsymbol{\theta}_{\text {est }}$ 's uncertainty, with the repetition $m \rightarrow \infty$. Consistent with the statistical distance [39], we take the width of $\rho\left(\boldsymbol{\theta}_{\text {est }} \mid \boldsymbol{\theta}\right)$ along the curve $\boldsymbol{\theta}(t)$ as $2 \delta t$, with the variance $\delta t \equiv\left[\dot{\boldsymbol{\theta}}^{T} \boldsymbol{\Sigma} \dot{\boldsymbol{\theta}}\right]^{1 / 2}$, as illustrated in Fig. 1(c).

In multiparameter cases as shown in Fig. 2(c), all of the $d$ components of $\boldsymbol{\theta}$ are assumed to be unknown. The distribution $\rho\left(\boldsymbol{\theta}_{\text {est }} \mid \boldsymbol{\theta}\right)$ expands in all directions, hence endowing an effective volume in the $d$-dimensional parameter space. Because the covariance matrix is a primary measure of the estimators' uncertainty, we take $V_{E}\left(\boldsymbol{\theta}_{\text {est }}\right) \equiv \sqrt{|4 \Sigma|}$ as a measure of the volume of the distribution $\rho\left(\boldsymbol{\theta}_{\text {est }} \mid \boldsymbol{\theta}\right)$, henceforth $\boldsymbol{p}(\boldsymbol{\theta})$. The number of states distinguishable in the neighborhood $d \Theta$ of point $\boldsymbol{\theta}$ is thus measured by $d \Theta / V_{E}\left(\boldsymbol{\theta}_{\text {est }}\right)$. This is vivid in the diagonal coordinates $\zeta$ of the covariance matrix $\boldsymbol{\Sigma}$, where the estimators' volume equals $\Pi_{\mu} 2 \delta \zeta^{\mu} . \Pi_{\mu} n^{\mu}$ states can be distinguished reliably in a volume element $\Pi_{\mu} d \zeta^{\mu}$ totally, with $n^{\mu}=d \zeta^{\mu} / 2 \delta \zeta^{\mu}$ states distinguishable from the increment $d \zeta^{\mu}$.

Based on the above discussion, we define $\sqrt{\left|\boldsymbol{g}^{I}\right|}$ as the local density of distinguishable states $(\mathrm{DDS}) \mathcal{D}_{D}(\boldsymbol{\theta})$ in the neighborhood of point $\boldsymbol{\theta}$. The DDS measures the maximal density of estimators $\boldsymbol{\theta}$, i.e., quantum states $|\psi(\boldsymbol{\theta})\rangle$, distinguishable in a single-shot measurement with

$$
\begin{equation*}
m^{d / 2} \mathcal{D}_{D}(\boldsymbol{\theta}) \equiv m^{d / 2} \sqrt{\left|\boldsymbol{g}^{I}\right|} \geqslant \frac{1}{V_{E}\left(\boldsymbol{\theta}_{\mathrm{est}}\right)} \tag{12}
\end{equation*}
$$

where the constant $m^{d / 2}$ denotes the enhancement of repetitions, and equality is reached by efficient estimators $\overline{\boldsymbol{\theta}}$ with
$1 /(4 \Sigma)=m g^{I}$. The proof is given with the QCRI in Eq. (15). Furthermore, we mention that $\sqrt{|\mathcal{I}|} d \Theta$ is also well known as the Jeffreys prior [92-95] in Bayesian estimation. It is the noninformative prior distribution in the parameter space $\Theta$.

## B. Intrinsic density of quantum states

Like the FRM, the QFM $g^{F}$ serves as the metric of the projective Hilbert spaces $\mathbb{C} \mathbf{P}^{n}$, and $\sqrt{\left|\boldsymbol{g}^{F}\right|}$ measures the intrinsic density of quantum states (IDQS) in $\mathbb{C} \mathbf{P}^{n}$ with

$$
\begin{equation*}
\mathcal{D}_{Q}(\boldsymbol{\theta}) \equiv \sqrt{\left|\boldsymbol{g}^{F}\right|}=d V_{Q} / d \Theta \tag{13}
\end{equation*}
$$

where $d V_{Q}$ denotes the invariant volume element of $\mathbb{C} \mathbf{P}^{n}$. The form of the IDQS is invariant under reparametrization, and its value is invariant under $\mathrm{SU}(N)$ rotation in Hilbert spaces. The IDQS depicts the "uniformity" of $\mathbb{C} \mathbf{P}^{n}$. For each point $\boldsymbol{\theta}$ in the parameter space $\Theta$, there exists a projector $|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})|$ that illustrates the projection to states $|\psi(\boldsymbol{\theta})\rangle$ in projective Hilbert spaces. Together with the IDQS serving as the intrinsic measure, one can define a projector to the projective Hilbert spaces with

$$
\begin{equation*}
\hat{\mathbb{1}} \propto \int d \Theta \mathcal{D}_{Q}(\boldsymbol{\theta})|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})| \tag{14}
\end{equation*}
$$

if the map $\boldsymbol{\theta} \rightarrow|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})|$ is an isomorphism between $\Theta$ and $\mathbb{C} \mathbf{P}^{n}$. It is indeed the completeness relation, or decomposition of $\hat{\mathbb{1}}$ of the projective Hilbert spaces [36]. A sketch of the proof of Eq. (14) is given in Appendix B.

In practical studies, one often deals with a class of states, such as coherent states and spin-squeezed states, which composes a submanifold of the projective Hilbert spaces. The density of quantum states is inherited from $\mathbb{C} \mathbf{P}^{n}$ together with the induced metric. Hence if a class of parameterized states is complete (overcomplete), one may calculate the completeness relation with Eq. (14) by integrating over the parameter space $\Theta$. Examples of coherent states and squeezed states as submanifolds of $\mathbb{C} \mathbf{P}^{\infty}$ are given in Appendix C. It is a new method that can significantly decrease the complexity of calculating the completeness.

## IV. QCRI IN DETERMINANT FORM, ATTAINABILITY OF THE IDQS, AND THE GAP BETWEEN THE IDQS AND THE MAXIMAL DDS

## A. QCRI in determinant form and attainability of the IDQS

Via quantification of the density of states attained in a given measurement, the DDS serves as a measure of the measurement's quality in multiparameter estimation. And the IDQS upper bounds the DDS over the sets of POVMs for a given quantum state. Specifically, we can generalize the QCRI, Eq. (6), to the determinant form, which indicates

$$
\begin{equation*}
\mathcal{D}_{Q}(\boldsymbol{\theta}) \geqslant \mathcal{D}_{D}(\boldsymbol{\theta}) \geqslant \frac{1}{m^{d / 2} V_{E}\left(\boldsymbol{\theta}_{\mathrm{est}}\right)} \tag{15}
\end{equation*}
$$

where the first (second) equality is reached if and only if the metric $\boldsymbol{g}^{I}=\boldsymbol{g}^{F}\left(\boldsymbol{g}^{I}=(4 m \boldsymbol{\Sigma})^{-1}\right)$.

Proof. We begin with two arbitrary positive definite real symmetric matrices, $\boldsymbol{A}$ and $\boldsymbol{B}$, which satisfy the matrix
inequality $\boldsymbol{A} \geqslant \boldsymbol{B}$, i.e.,

$$
\begin{equation*}
\boldsymbol{A}-\boldsymbol{B} \geqslant \mathbf{0} \tag{16}
\end{equation*}
$$

One can diagonalize the difference matrix with a unitary matrix $\boldsymbol{U}$. Denoting $\boldsymbol{U} \boldsymbol{M} \boldsymbol{U}^{-1}=\boldsymbol{M}^{\prime}, \boldsymbol{M}=\boldsymbol{A}, \boldsymbol{B}$, we have

$$
\begin{equation*}
\boldsymbol{C} \equiv \boldsymbol{A}^{\prime}-\boldsymbol{B}^{\prime}=\operatorname{diag}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{d}\right] \tag{17}
\end{equation*}
$$

with the eigenvalue $\lambda_{i} \geqslant 0$, for all $i$. As $\boldsymbol{B}^{\prime}$ is positive definite, we have $\left|\left[\boldsymbol{B}^{\prime}\right]^{i j \ldots}\right|>0$, where $\left[\boldsymbol{B}^{\prime}\right]^{i j \ldots}$ is the algebraic complement of $\left\{B_{i i}^{\prime}, B_{j j}^{\prime}, \ldots\right\}$. Therefore, we have the determinant

$$
\begin{align*}
\left|\boldsymbol{A}^{\prime}\right| & =\left|\boldsymbol{B}^{\prime}+\boldsymbol{C}\right| \\
& =\left|\boldsymbol{B}^{\prime}\right|+\lambda_{i}\left|\left[\boldsymbol{B}^{\prime}\right]^{i}\right|+\lambda_{i} \lambda_{j}\left|\left[\boldsymbol{B}^{\prime}\right]^{i j}\right|+\ldots+\Pi_{i} \lambda_{i} \\
& \geqslant\left|\boldsymbol{B}^{\prime}\right| \tag{18}
\end{align*}
$$

which indicates

$$
\begin{equation*}
|\boldsymbol{A}| \geqslant|\boldsymbol{B}|=1 /\left|\boldsymbol{B}^{-1}\right| . \tag{19}
\end{equation*}
$$

The equality holds iff $\lambda_{i}=0, \forall i$, i.e., $\boldsymbol{A}=\boldsymbol{B}$. By setting $\boldsymbol{A}=$ $\boldsymbol{g}^{F}$ and $\boldsymbol{B}=\boldsymbol{g}^{I}\left[\boldsymbol{A}=\boldsymbol{g}^{I}\right.$ and $\left.\boldsymbol{B}=(4 m \boldsymbol{\Sigma})^{-1}\right]$, the first (second) inequality in Eq. (15) is thus proved.

Importantly, the saturation of $\mathcal{D}_{Q}(\boldsymbol{\theta})$ indicates that the metric $\boldsymbol{g}^{I}$ equals $\boldsymbol{g}^{F}$ exactly. Under this property, the densities of quantum states are distinguished from other precision measures. Specifically, one can extract an alternative precision measure, $f\left(\boldsymbol{g}^{I}\right)$, from the metric $\boldsymbol{g}^{I}$ via a proper function, $f$, then define the corresponding bounds $f\left(g^{F}\right)$ according to the QCRI. However, the fundamentality of the IDDS and DDS makes $\mathcal{D}_{D}(\boldsymbol{\theta})=\mathcal{D}_{Q}(\boldsymbol{\theta})$ a sufficient condition for the saturation of all of these bounds, which reads $f\left(\boldsymbol{g}^{I}\right)=f\left(\boldsymbol{g}^{F}\right)$. From this point of view, the $D_{Q}(\boldsymbol{\theta})$ measures all of the local information stored in the metric $\boldsymbol{g}^{F}$, and the density $\mathcal{D}_{D}(\boldsymbol{\theta})$ is capable of detecting any difference between the two metrics.

Physically, Eq. (15) depicts the ability to infer the density of quantum states via a quantum measurement. In singleparameter cases, the upper bound defined by the QFM is exact, as shown by Eq. (6). This indicates that one can infer the QFM entries $\mathcal{F}_{\mu \mu}$ via the quantum measurement without the loss of distinguishability of the quantum states. However, the situation for the IDQS in multiparameter cases is more complicated, as shown below.

## B. Gap between the maximal DDS and the IDQS

To attain the IDQS in Eq. (15) for a given state, one should perform a measurement that is simultaneously optimal for all of the components of parameters $\boldsymbol{\eta}$, the diagonal coordinates of QFM $\boldsymbol{g}^{F}$. However, such a measurement does not always exist for a general state $|\psi(\eta)\rangle$. The critical point is that the optimal measurements of each specific component $\eta^{\mu}$ may noncommute with each other. The attainability condition is consistent with the well-known compatibility condition [3,6,8], which states that the optimal measurements corresponding to two parameters $\theta^{\mu}$ and $\theta^{\nu}$ are compatible only if the Berry curvatures $\mathcal{B}_{\mu \nu} \equiv\langle\psi(\eta)|\left[\hat{L}_{\mu}, \hat{L}_{\nu}\right]|\psi(\eta)\rangle / 4$ vanish in state $|\psi(\eta)\rangle$. It also indicates that the IDQS is only attainable for states $|\psi(\boldsymbol{\eta})\rangle$ with vanishing Berry curvatures $\mathcal{B}_{\mu \nu}, \forall \mu, \nu$.

For states with a nonzero Berry curvature, the maximal DDS attained over the measurements is smaller than the corresponding IDQS. A gap between the maximal DDS and the

IDQS is induced by the incompatibility of the optimal measurements of those parameters. The gap generally depends on both the QFI and the Berry curvature. However, specific to the three-level system with two parameters, we show that some of the characteristics of the gap are solely quantified by elements of the Berry curvature.

## V. THREE-LEVEL SYSTEMS

To study the gap between the maximal DDS and the IDQS, we need at least two independent parameters identifiable via parameter estimation. Specific for projective measurements, it indicates that the minimal quantum system is three-level. They can support ternary-outcome measurements and induce the classical distribution located in a two-simplex, as shown in Fig. 2. The projective Hilbert space $\mathbb{C} \mathbf{P}^{2}$ of the three-level system is four-dimensional in real coordinates, i.e., the pure state of these systems has four independent parameters. We study its two-dimensional submanifolds by fixing the other two parameters of the four.

## A. Vertex measurements

Even in single-parameter cases, finding a measurement scheme optimal for arbitrary given states is complicated. However, if sufficient prior information is provided, one can apply an asymptotically optimal measurement scheme: projective measurement $\hat{\boldsymbol{E}}^{v}\left(\theta^{\mu}\right)$ with the state $\left|\psi\left(\theta^{\mu}\right)\right\rangle\left\langle\psi\left(\theta^{\mu}\right)\right| \in$ $\hat{\boldsymbol{E}}^{v}\left(\theta^{\mu}\right)$ is asymptotically optimal for the given state $\mid \psi\left(\theta^{\mu}+\right.$ $\left.\left.\delta \theta^{\mu}\right)\right\rangle$ with the mismatch $\delta \theta^{\mu}$ approaching 0 . In multiparameter estimation, Humphreys et al. [4] and Pezzé et al. [8] prove that $\hat{\boldsymbol{E}}^{v}(\boldsymbol{\theta}) \equiv\left\{\left|\Upsilon_{i}\right\rangle\left\langle\Upsilon_{i}\right|\right\}$, with $\left|\Upsilon_{0}\right\rangle \sim|\psi(\boldsymbol{\theta})\rangle,\left\langle\Upsilon_{i} \mid \Upsilon_{j}\right\rangle=\delta_{i j}$, and $\sum_{i}\left|\Upsilon_{i}\right\rangle\left\langle\Upsilon_{i}\right|=\hat{\mathbb{1}}$, is also asymptotically optimal for state $|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle$ with zero Berry curvature [2]. For the distribution of its measurement results $\boldsymbol{p}$ is located in the neighborhood of the vertex $(1,0,0, \ldots)$ of the simplex, we denote $\hat{\boldsymbol{E}}^{v}(\boldsymbol{\theta})$ the vertex measurement for state $|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle$ in this article for convenience. For the parameter $\theta^{\mu}$, there exists an informative vertex measurement,

$$
\begin{equation*}
\hat{\boldsymbol{E}}^{\mu}(\boldsymbol{\theta})=\left\{|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})|,\left|\nabla_{\mu} \psi\right\rangle\left\langle\nabla_{\mu} \psi\right|,\left|\Upsilon_{2}\right\rangle\left\langle\Upsilon_{2}\right|, \ldots\right\} \tag{20}
\end{equation*}
$$

where $\left|\nabla_{\mu} \psi\right\rangle \equiv \hat{\nabla}_{\mu}|\psi(\boldsymbol{\theta})\rangle / \lambda_{\mu}$ denotes the "direction of speed" of state $|\psi(\theta)\rangle$ 's movement in projective Hilbert spaces induced by the shift of the parameter $\theta^{\mu}$; the norm $\lambda_{\mu}=\left(g_{\mu \mu}^{F}\right)^{1 / 2}$ is the corresponding "velocity." Furthermore, $\left|\Upsilon_{2}\right\rangle\left\langle\Upsilon_{2}\right|, \ldots$ make no contribution to the estimation of $\delta \theta^{\mu}$ in single-parameter estimation, for the movements are confined in the subspaces spanned by $\left|\psi\left(\theta^{\mu}\right)\right\rangle$ and $\left|\nabla_{\mu} \psi\left(\theta^{\mu}\right)\right\rangle$.

## 1. General cases

For state $|\psi(\boldsymbol{\theta})\rangle$ of the three-level system with two parameters, $\boldsymbol{\theta}=\left(\theta^{1}, \theta^{2}\right)$, the two "optimal directions" $\left|\nabla_{1} \psi\right\rangle$ and $\left|\nabla_{2} \psi\right\rangle$ are nonorthogonal generally. They interfere with each other in the projective measurement. The attainable DDS is thus decreased. Specifically, for a given state $\left|\psi\left(\boldsymbol{\theta}_{0}\right)\right\rangle$, we have the following property: The maximal DDS attained by the vertex measurements (MvDDS) equals the square root of the
quantum geometric tensor's determinant, i.e.,

$$
\begin{equation*}
\max _{\left\{\hat{\boldsymbol{E}}^{v}\right\}}\left[\mathcal{D}_{D}\right]^{2}=|\mathcal{Q}|=\mathcal{D}_{Q}^{2}-\mathcal{B}_{12}^{2} / 4, \tag{21}
\end{equation*}
$$

where the maximization is done over the sets of vertex measurements $\left\{\hat{\boldsymbol{E}}^{v}(\boldsymbol{\theta})\right\}$ where $\boldsymbol{\theta}$ approaches $\boldsymbol{\theta}_{0}$. It also indicates that the square gap between the $\operatorname{IDQS}$ and the $M v D D S$, i.e., the unattainable square density of quantum states, is proportional to the square of the Berry curvature. Next, we prove Eq. (21) in general cases, then exemplify it with the $\mathrm{SU}(3)$ parametrization in Sec. VA2.

Proof. We prove this property with its equivalent proposition: the maximal DDS acquired over the set of vertex measurements $\left\{\hat{\boldsymbol{E}}^{v}(\boldsymbol{\theta})\right\}$ in the neighborhood of state $\mid \psi(\boldsymbol{\theta}+$ $\delta \boldsymbol{\theta})\rangle$ converges to $\sqrt{|\mathcal{Q}(\boldsymbol{\theta})|}$ with the mismatches $\delta \boldsymbol{\theta}$ approaching 0 . Specifically, we fix the parameters $\boldsymbol{\theta}$ of the vertex measurement $\hat{\boldsymbol{E}}^{v}(\boldsymbol{\theta})$, then substitute $\boldsymbol{\theta}_{0}$ with $\boldsymbol{\theta}+\delta \boldsymbol{\theta}$ to study the DDS acquired in the neighborhood of state $|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle$. The maximization should be done over both sets of vertex measurements $\left\{\hat{\boldsymbol{E}}^{v}(\boldsymbol{\theta})\right\}$, i.e., $\left\{\left|\Upsilon_{1}\right\rangle,\left|\Upsilon_{2}\right\rangle\right\}$, and the mismatches $\delta \boldsymbol{\theta}$.

We begin with the assumption that the mismatches $\delta \boldsymbol{\theta}$ are small enough to validate the linear approximation

$$
\begin{equation*}
|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle \approx|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle_{1} \equiv c_{0}|\psi(\boldsymbol{\theta})\rangle+\delta \theta^{\mu} \hat{\nabla}_{\mu}|\psi(\boldsymbol{\theta})\rangle, \tag{22}
\end{equation*}
$$

with $c_{0} \in \mathbb{C}, \mu=1,2$. The overlap of the two derivatives is denoted $\left\langle\nabla_{1} \psi \mid \nabla_{2} \psi\right\rangle=\cos \alpha e^{i \beta}, 0 \leqslant \alpha \leqslant \pi / 2,0 \leqslant \beta<2 \pi$. The corresponding quantum geometric tensor is

$$
\mathcal{Q}(\boldsymbol{\theta})=\left[\begin{array}{cc}
\lambda_{1} \lambda_{1} & \lambda_{1} \lambda_{2} \cos \alpha e^{i \beta}  \tag{23}\\
\lambda_{1} \lambda_{2} \cos \alpha e^{-i \beta} & \lambda_{2} \lambda_{2}
\end{array}\right],
$$

with the determinant $|\mathcal{Q}(\boldsymbol{\theta})|=\lambda_{1}^{2} \lambda_{2}^{2} \sin ^{2} \alpha$.
First, we prove

$$
\begin{equation*}
\left.\mathcal{D}_{D}(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\right|_{\delta \boldsymbol{\theta} \rightarrow \mathbf{0}} ^{2} \leqslant|\mathcal{Q}(\boldsymbol{\theta})| \tag{24}
\end{equation*}
$$

by introducing the polar parameters $\eta=\left(r, \theta_{\chi}\right)$ with

$$
\begin{equation*}
\delta \theta^{1} \lambda_{1}=r \cos \theta_{\chi}, \quad \delta \theta^{2} \lambda_{2}=r \sin \theta_{\chi}, \tag{25}
\end{equation*}
$$

$r \geqslant 0$, and $0 \leqslant \theta_{\chi}<2 \pi$. In the basis of the vertex measurement $\hat{\boldsymbol{E}}^{v}(\boldsymbol{\theta})$, we have the expansion

$$
\begin{equation*}
|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle_{1}=c_{0}|\psi(\boldsymbol{\theta})\rangle+\sum_{i=1,2} x_{i} e^{i \phi_{i}}\left|\Upsilon_{i}\right\rangle \tag{26}
\end{equation*}
$$

with $x_{i} e^{i \phi_{i}}=r\left[\cos \theta_{\chi}\left\langle\Upsilon_{i} \mid \nabla_{1} \psi\right\rangle+\sin \theta_{\chi}\left\langle\Upsilon_{i} \mid \nabla_{2} \psi\right\rangle\right], x_{i} \geqslant 0$, and $0 \leqslant \phi_{i}<2$, as functions of $\eta$. For the parameter $\eta^{\mu}$, we define an alternative derivative,

$$
\begin{align*}
\tilde{\nabla}_{\mu}|\psi(\boldsymbol{\theta})\rangle & \equiv(\hat{\mathbb{1}}-|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})|) \tilde{\partial}_{\mu}|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle_{1} \\
& =\sum_{i=1,2}\left(\tilde{\partial}_{\mu} x_{i}+i \tilde{\partial}_{\mu} \phi_{i} x_{i}\right) e^{i \phi_{i}}\left|\Upsilon_{i}\right\rangle, \tag{27}
\end{align*}
$$

with $\tilde{\partial}_{\mu} \equiv \partial / \partial \eta^{\mu}$. Obviously, the two kinds of derivatives are connected with a Jacobian $\boldsymbol{J} \equiv(\partial \boldsymbol{\eta} / \partial \boldsymbol{\theta})$ as

$$
\left[\begin{array}{l}
\nabla_{1}  \tag{28}\\
\nabla_{2}
\end{array}\right]=\boldsymbol{J}^{T}\left[\begin{array}{c}
\tilde{\nabla}_{1} \\
\tilde{\nabla}_{2}
\end{array}\right] .
$$

Because the parameter $\eta^{1}=r$ only relates to the modulus $\left\{x_{i}\right\}$, we have $\tilde{\partial}_{1} \phi_{i}=0$, with $i=1,2$. Hence, the corresponding
"quantum geometric tensor" can be simplified as

$$
\tilde{\mathcal{Q}}=\left[\begin{array}{cc}
\tilde{g}_{11} & \tilde{g}_{12}+i \sum_{i} \tilde{\partial}_{1} x_{i} \tilde{\partial}_{2} \phi_{i} x_{i}  \tag{29}\\
\tilde{g}_{12}-i \sum_{i} \tilde{\partial}_{1} x_{i} \tilde{\partial}_{2} \phi_{i} x_{i} & \tilde{g}_{22}+\sum_{i} \tilde{\partial}_{2} \phi_{i} \tilde{\partial}_{2} \phi_{i} x_{i}^{2}
\end{array}\right],
$$

with $\tilde{\mathcal{Q}}_{\mu \nu} \equiv\langle\psi(\boldsymbol{\theta})| \overleftarrow{\tilde{\nabla}}_{\mu} \tilde{\nabla}_{\nu}|\psi(\boldsymbol{\theta})\rangle$ and

$$
\begin{equation*}
\tilde{g}_{\mu \nu} \equiv \sum_{i=1,2} \tilde{\partial}_{\mu} x_{i} \tilde{\partial}_{\nu} x_{i} \tag{30}
\end{equation*}
$$

Based on Eq. (29), we have the difference

$$
\begin{align*}
|\tilde{\mathcal{Q}}|-|\tilde{g}| & =\tilde{g}_{11} \sum_{i=1,2} \tilde{\partial}_{2} \phi_{i} \tilde{\partial}_{2} \phi_{i} x_{i}^{2}-\left(\sum_{i=1,2} \tilde{\partial}_{1} x_{i} \tilde{\partial}_{2} \phi_{i} x_{i}\right)^{2} \\
& \geqslant 0, \tag{31}
\end{align*}
$$

where the equality is reached by $|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle_{1}$ with $\tilde{\partial}_{1} x_{1} / \tilde{\partial}_{1} x_{2}=\tilde{\partial}_{2} \phi_{1} x_{1} /\left(\tilde{\partial}_{2} \phi_{2} x_{2}\right)$, i.e.,

$$
\begin{equation*}
\tilde{\partial}_{2}\left(\phi_{1}-\phi_{2}\right)=0 \tag{32}
\end{equation*}
$$

attained via $\tilde{\partial}_{1} x_{i}=x_{i} / r$. Together with $\tilde{\partial}_{1}\left(\phi_{1}-\phi_{2}\right)=0$, this condition indicates that the relative phase $\left(\phi_{1}-\phi_{2}\right)$ is constant in the neighborhood of state $|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle$.

With the mismatches $\delta \boldsymbol{\theta} \rightarrow 0, \tilde{g}_{\mu \nu}$ converges to the entry of the FRM $\tilde{g}^{I}{ }_{\mu \nu}(\boldsymbol{\theta}+\delta \boldsymbol{\theta})$, where the term $\tilde{\partial}_{\mu} p_{0} \tilde{\partial}_{\nu} p_{0} / p_{0}$ with $p_{0}=\left|c_{0}\right|^{2}$ is null, as $\partial_{\mu} p_{0}$ is first-order infinitesimal and $p_{0} \rightarrow 1$. Then premultiplying $\boldsymbol{J}^{T}$ and postmultiplying $\boldsymbol{J}$ on both sides of Eq. (31), we have $\boldsymbol{J}^{T} \tilde{\mathcal{Q}} \boldsymbol{J}=\boldsymbol{\mathcal { Q }}(\boldsymbol{\theta})$ and $\boldsymbol{J}^{T} \tilde{\boldsymbol{g}}^{I}(\boldsymbol{\theta}+\delta \boldsymbol{\theta}) \boldsymbol{J}=\boldsymbol{g}^{I}(\boldsymbol{\theta}+\delta \boldsymbol{\theta})$. The inequality, Eq. (24), is thus proved.

Next, we show the attainability of Eq. (24) via a specific measurement,

$$
\begin{equation*}
\hat{\boldsymbol{E}}^{1}(\boldsymbol{\theta})=\left\{|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})|,\left|\nabla_{1} \psi\right\rangle\left\langle\nabla_{1} \psi\right|,\left|\Upsilon_{2}\right\rangle\left\langle\Upsilon_{2}\right|\right\} \tag{33}
\end{equation*}
$$

with $\left|\Upsilon_{2}\right\rangle=\left(\left|\nabla_{2} \psi\right\rangle-\cos \alpha e^{i \beta}\left|\nabla_{1} \psi\right\rangle\right) / \sin \alpha$. In this basis, we have the coefficients

$$
\begin{align*}
& x_{1} e^{i \phi_{1}}=r\left[\cos \theta_{\chi}+\sin \theta_{\chi} \cos \alpha e^{i \beta}\right]  \tag{34}\\
& x_{2} e^{i \phi_{2}}=r \sin \theta_{\chi} \sin \alpha .
\end{align*}
$$

Condition (32) is satisfied by states $|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle$ with $\theta_{\chi}=0$, i.e., $\left|\delta \theta^{2} \lambda_{2}\right| /\left|\delta \theta^{1} \lambda_{2}\right|=0$. The corresponding FRM with respect to the parameters $\left(\theta^{1}, \theta^{2}\right)$ is

$$
\begin{align*}
& \left.\boldsymbol{g}^{I}(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\right|_{\delta \boldsymbol{\theta} \rightarrow \mathbf{0}} \\
& \quad=\left[\begin{array}{cc}
\lambda_{1}^{2} & \lambda_{1} \lambda_{2} \cos \alpha \cos \beta \\
\lambda_{1} \lambda_{2} \cos \alpha \cos \beta & \lambda_{2}^{2}\left(\sin ^{2} \alpha+\cos ^{2} \alpha \cos ^{2} \beta\right)
\end{array}\right] \tag{35}
\end{align*}
$$

and the determinant $\left|\boldsymbol{g}^{I}(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\right| \rightarrow|\mathcal{Q}(\boldsymbol{\theta})|=\lambda_{1}^{2} \lambda_{2}^{2} \sin ^{2} \alpha$, with $\delta \boldsymbol{\theta} \rightarrow \mathbf{0}$. This indicates that the measurement $\hat{\boldsymbol{E}}^{1}(\boldsymbol{\theta})$ asymptotically attains the MvDDS for states in the neighborhood of $|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle$ with $\left|\delta \theta^{2} \lambda_{2}\right| /\left|\delta \theta^{1} \lambda_{1}\right| \approx 0$ and $\left|\delta \theta^{1} \lambda_{1}\right| \rightarrow$ 0 . Together with the inequality, Eq. (24), we have thus proved Eq. (21).

## 2. $S U(3)$ parametrization

We parametrize the three-level system with

$$
\begin{align*}
|\psi(\boldsymbol{\theta})\rangle= & e^{i(\alpha+\gamma)} \cos \beta \sin \theta|1\rangle-e^{-i(\alpha-\gamma)} \sin \beta \sin \theta|2\rangle \\
& +\cos \theta|3\rangle \tag{36}
\end{align*}
$$

where the parameters $\boldsymbol{\theta}=(\alpha, \gamma, \beta, \theta)$ are the Euler coordinates of the $\mathrm{SU}(3)$ group $[96,97]$ with the global phase removed, and the range is modified to $-\pi \leqslant \alpha+\gamma<\pi$, $-\pi \leqslant \alpha-\gamma<\pi$ and $0 \leqslant \beta, \theta \leqslant \pi / 2$ to cover the whole $\mathbb{C} \mathbf{P}^{2}$. Via a detailed calculation, we have the quantum geometric tensor of $|\psi(\boldsymbol{\theta})\rangle$ :

$$
\boldsymbol{Q}^{(\theta)}=\left[\begin{array}{cccc}
\sin ^{2} \theta\left(1-\cos ^{2} 2 \beta \sin ^{2} \theta\right) & \cos 2 \beta \sin ^{2} \theta \cos ^{2} \theta & i \sin 2 \beta \sin ^{2} \theta & -i \cos 2 \beta \sin \theta \cos \theta  \tag{37}\\
\cos 2 \beta \sin ^{2} \theta \cos ^{2} \theta & \sin ^{2} \theta \cos ^{2} \theta & 0 & -i \sin \theta \cos \theta \\
-i \sin 2 \beta \sin \theta^{2} & 0 & \sin ^{2} \theta & 0 \\
i \cos 2 \beta \sin \theta \cos \theta & i \sin \theta \cos \theta & 0 & 1
\end{array}\right]
$$

First, we have the complete relationship

$$
\begin{equation*}
\int_{\Theta} d^{4} \boldsymbol{\theta} \mathcal{D}_{Q}(\boldsymbol{\theta})|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})|=\frac{\pi^{2}}{6} \hat{\mathbb{1}} \tag{38}
\end{equation*}
$$

as an example of Eq. (14), with the $\operatorname{IDQS} \mathcal{D}_{Q}(\boldsymbol{\theta})=$ $\sin 2 \beta \sin ^{3} \theta \cos \theta$. Under this parametrization, we have three two-dimensional submanifolds, $\Theta^{(\alpha \beta)}$, $\Theta^{(\alpha \theta)}$, and $\Theta^{(\gamma \theta)}$, with nonzero Berry curvature. We focus on the gap between the IDQS and the MvDDS with these submanifolds.

We calculate the MvDDS of states in each of these submanifolds numerically by optimizing the DDS of the sample states over the set of ternary-outcome vertex measurements $\hat{\boldsymbol{E}}^{v}$. With the numerical results, we illustrate the codistribution of the IDQS, Berry curvature, and MvDDS in Fig. 3. Each of the data points denotes a sample quantum state. All of the data points are located on the plane given by Eq. (21). This indicates that the square of MvDDS equals the determinant
of the quantum geometric tensor, i.e., the unattainable square density of quantum states proportional to the square of the Berry curvature.

## B. General projective measurements

The gap between the IDQS and the maximal DDS attained over the general projective measurement (MDDS) is too complicated for analytical study. Hence, we first study it numerically instead. We still focus on the three-level system with the $\mathrm{SU}(3)$ parametrization, Eq. (36). Corresponding to Fig. 3, we numerically optimize the DDS for states in submanifolds $\Theta^{(\alpha \beta)}, \Theta^{(\alpha \theta)}$, and $\Theta^{(\gamma \theta)}$ over the ternary-outcome projective measurements $\hat{\boldsymbol{E}}=\left\{\left|k_{i}\right\rangle\left\langle k_{i}\right| \mid i=0,1,2\right\}$. The numerical result is shown as the codistribution of the IDQS, Berry curvature, and MDDS in Fig. 4. It shows that all of the data points are located on or above the plane, which indicates


FIG. 3. Codistribution of the IDQS $\left(\mathcal{D}_{Q}^{(\mu \nu)}\right)$, MvDDS $\left(\max _{\left\langle\hat{E}^{\nu}\right\rangle}\left[\mathcal{D}_{D}^{(\mu \nu)}\right]\right)$, and Berry curvature $\left(\mathcal{B}_{\mu \nu}\right)$. The MvDDS is acquired via numerical optimization. (a) Red, blue, and green dots denote states in the submanifolds $\Theta^{(\alpha \beta)}, \Theta^{(\alpha \theta)}$, and $\Theta^{(\gamma \theta)}$, respectively. The plane is given by Eq. (21). (b) Gap between the IDQS and the $\operatorname{MvDDS}\left(\Delta_{v}^{(\mu \nu)}\right)$ vs the Berry curvature $\left(\mathcal{B}_{\mu \nu}\right)$. The square gap is defined by $\Delta_{v}^{(\mu \nu)}=\mathcal{D}_{Q}^{(\mu \nu) 2}-\max _{\left\langle\hat{\mathbf{E}}^{\nu}\right\}}\left[\mathcal{D}_{D}^{(\mu \nu)}\right]^{2}$.
that

$$
\begin{equation*}
\max _{\{\hat{E}\}}\left[\mathcal{D}_{D}^{(\mu \nu)}\right]^{2} \geqslant \mathcal{D}_{Q}^{(\mu \nu) 2}-\frac{3}{16} \mathcal{B}_{\mu \nu}^{2} \tag{39}
\end{equation*}
$$

numerically. Here, we treat the analytical validity of Eq. (39) as an ansatz. Data points on this numerical lower bound are given by states with $\mathcal{D}_{Q}^{(\mu \nu)}=\left|\mathcal{B}_{\mu \nu}\right| / 2$, i.e., vanishing $|\mathcal{Q}|$. This means that the Berry curvature still characterizes the square gap between the IDQS and the MDDS.

Actually, we can prove that the lower bound of the MDDS given in Eq. (39) is saturated by general two-parameter states with vanishing $|\mathcal{Q}|$.

Proof. In the form of Eq. (23), the vanishing of $|\mathcal{Q}|$ indicates that $\alpha=0$, i.e.,

$$
\begin{equation*}
\left|\nabla_{2} \psi\right\rangle=e^{\mathrm{i} \beta}\left|\nabla_{1} \psi\right\rangle \tag{40}
\end{equation*}
$$

and $\left|\boldsymbol{g}^{F}\right|=\mathcal{B}_{12}^{2} / 4=\lambda_{1}^{2} \lambda_{2}^{2} \sin ^{2} \beta$. We denote the overlap

$$
\begin{equation*}
\frac{\left\langle k_{i} \mid \nabla_{1} \psi\right\rangle\left\langle\psi \mid k_{i}\right\rangle}{\left|\left\langle\psi \mid k_{i}\right\rangle\right|} \equiv r_{i} e^{i\left(\theta_{i}-\beta / 2\right)}, \tag{41}
\end{equation*}
$$



FIG. 4. Codistribution of the $\operatorname{IDQS}\left(\mathcal{D}_{Q}^{(\mu \nu)}\right)$, MDDS $\left(\max _{\langle\hat{E}\}}\left[\mathcal{D}_{D}^{(\mu \nu)}\right]\right)$, and Berry curvature $\left(\mathcal{B}_{\mu \nu}\right)$. The MDDS is acquired via numerical optimization. (a) Red, blue, and green dots denote states in the submanifolds $\Theta^{(\alpha \beta)}, \Theta^{(\alpha \theta)}$, and $\Theta^{(\gamma \theta)}$, respectively. The plane is given by the equality of Eq. (39). (b) Square gap between the IDQS and the MDDS $\left(\Delta^{(\mu \nu)}\right)$ vs the Berry curvature $\left(\mathcal{B}_{\mu \nu}\right)$. The square gap is defined by $\Delta^{(\mu \nu)}=\mathcal{D}_{Q}^{(\mu \nu) 2}-\max _{\langle\hat{E}\}}\left[\mathcal{D}_{D}^{(\mu \nu)}\right]^{\mathcal{B}}$.
with $r_{i} \geqslant 0, \sum_{i} r_{i}^{2}=1$, and $\theta_{i} \in[0,2 \pi)$. Together with Eq. (5) and the derivatives

$$
\begin{equation*}
\partial_{\mu} p_{i}=\left\langle k_{i}\right| \partial_{\mu}(|\psi\rangle\langle\psi|)\left|k_{i}\right\rangle=\left\langle k_{i}\right| \nabla_{\mu}(|\psi\rangle\langle\psi|)\left|k_{i}\right\rangle, \tag{42}
\end{equation*}
$$

we have the entries of the FRM,

$$
\begin{align*}
& g_{11}^{I}=\lambda_{1}^{2} \sum_{i} r_{i}^{2} \cos ^{2}\left(\theta_{i}-\frac{\beta}{2}\right)  \tag{43}\\
& g_{22}^{I}=\lambda_{2}^{2} \sum_{i} r_{i}^{2} \cos ^{2}\left(\theta_{i}+\frac{\beta}{2}\right)  \tag{44}\\
& g_{12}^{I}=\lambda_{1} \lambda_{2} \sum_{i} r_{i}^{2} \cos \left(\theta_{i}+\frac{\beta}{2}\right) \cos \left(\theta_{i}-\frac{\beta}{2}\right) \tag{45}
\end{align*}
$$

henceforth, the square of the DDS,

$$
\begin{align*}
\mathcal{D}_{D}^{2} & =g_{11}^{I} g_{22}^{I}-\left(g_{12}^{I}\right)^{2}  \tag{46}\\
& =\lambda_{1}^{2} \lambda_{2}^{2} \sin ^{2} \beta \sum_{i>j} r_{i}^{2} r_{j}^{2} \sin ^{2}\left(\theta_{j}-\theta_{i}\right)  \tag{47}\\
& \leqslant \frac{1}{4} \lambda_{1}^{2} \lambda_{2}^{2} \sin ^{2} \beta . \tag{48}
\end{align*}
$$

For a loose constraint, the equality (MDDS) is reached by a variety of projective measurements. Specific for $\hat{\boldsymbol{E}}$ with a uniform distribution $r_{i}^{2}=1 / 3$ for all $i$, the equality is reached by measurements with $\sin ^{2}\left(\theta_{i}-\theta_{j}\right)=3 / 4$ for $i \neq j$, e.g., the special solution

$$
\left\{\left|k_{0}\right\rangle,\left|k_{1}\right\rangle,\left|k_{2}\right\rangle\right\}=\frac{1}{\sqrt{3}}\left[\begin{array}{ccc}
1 & 1 & 1  \tag{49}\\
1 & e^{i 2 \pi / 3} & e^{i 4 \pi / 3} \\
1 & e^{i 4 \pi / 3} & e^{i 2 \pi / 3}
\end{array}\right]
$$

with the phase $\theta_{i}=2 i \pi / 3$ in the orthogonal complete basis $\left\{|\psi\rangle,\left|\nabla_{1} \psi\right\rangle,\left|\psi_{\perp}\right\rangle\right\},\left\langle\psi \mid \psi_{\perp}\right\rangle=\left\langle\nabla_{1} \psi \mid \psi_{\perp}\right\rangle=0$. This completes our proof.

Specifically, the vanishing of $|\mathcal{Q}|$ induces the expansion

$$
\begin{equation*}
|\psi(\boldsymbol{\theta}+\delta \boldsymbol{\theta})\rangle \approx|\psi(\boldsymbol{\theta})\rangle+\left(\delta \theta^{1} \lambda_{1}+e^{i \beta} \delta \theta^{2} \lambda_{2}\right)\left|\nabla_{1} \psi\right\rangle . \tag{50}
\end{equation*}
$$

The parameters' shift $\delta \boldsymbol{\theta}$ is encoded in the coefficient of $\left|\nabla_{1} \psi\right\rangle$. In the vertex measurement $\hat{\boldsymbol{E}}^{v}$, one can only acquire the magnitude $\left|\delta \theta^{1} \lambda_{1}+e^{i \beta} \delta \theta^{2} \lambda_{2}\right|$, where $\delta \theta^{1}$ and $\delta \theta^{2}$ are mixed together. The estimators cannot be built. The MvDDS thus vanishes. However, via the general ternary-outcome measurement $\hat{\boldsymbol{E}}$, the phase and magnitude of the coefficient are simultaneously attainable. A nonzero DDS is thus acquired.

For two-parameter states with a given Berry curvature $\mathcal{B}_{12}$, the minimal square IDQS is a quarter of $\mathcal{B}_{12}^{2}$. It is the direct result of the nonnegativity of the quantum geometric tensor $\mathcal{Q}$. From this point of view, Eq. (39) indicates that the minimal MDDS for a given Berry curvature is provided by states with the minimal IDQS determined by the Berry curvature.

## VI. CONCLUSIONS

In this article, we have studied multiparameter estimation from the information geometry perspective. By taking the FRM as the metric of the statistical manifold, we proposed a measure $\mathcal{D}_{D}$ called the density of distinguishable states (DDS) with its invariant volume element. The DDS measures the maximal density of states (estimators) distinguishable in the neighborhood of the $d$-dimensional estimand $\boldsymbol{\theta}$.

The volume of the corresponding estimators $\boldsymbol{\theta}_{\text {est }}$ depicts the uncertainty of the multiparameter estimation and is measured by $\sqrt{|4 \Sigma|}$, with $\Sigma$ denoting its covariance matrix. As the quantum counterpart of the FRM, the QFM $g^{F}$ serves as the metric of projective Hilbert spaces. The invariant volume elements of $\boldsymbol{g}^{F}$ defines the intrinsic density of quantum states (IDQS) $\mathcal{D}_{Q}$ of the projective Hilbert space. As an application, the IDQS provides us a new method of calculating the (over)completeness relation of a class of states. The examples of coherent states and squeezed states have been given. The ability to infer the IDQS via multiparameter estimation has been studied via the determinant-form quantum CramérRao inequality. As a result, we have found that the IDQS bounds the DDS from above. However, differently from the single-parameter cases, this bound is not exact generally. Exemplified by the three-level system with two parameters, we have shown that the maximal DDS attained via projective measurement is characterized by the Berry curvature. Specifically, the square gap between the IDQS and the maximal DDS attained via vertex measurements equals the square of the Berry curvature. It reveals the inner connections between the gap and the uncertainty principle of quantum theory.

Quantifying the distinguishability of quantum states is one of the central topics in studying the statistical aspects of quantum theory. The QFI and statistical distance perform well in single-parameter cases. As a qualified measure of the distinguishability, the IDQS (DDS) is an essential extension of the statistical distance in multiparameter cases. Their values are promising, as many of the topics we are interested in are generally multiparameter. Theoretically, complex projective Hilbert spaces [36-38], which depict the fundamental geometrical structures of quantum theory, are intrinsically multidimensional. In practical studies such as those of ground-state manifolds [79], the quantum phase transition [80], response theory [82-84], and even thermodynamics [66,77,78,85,86], the systems under investigation are generally multidimensional too. By quantifying the distinguishability of quantum states in these cases, the IDQS (DDS) may provide an impetus for corresponding studies.

Precisely, the IDQS also measures the quantum state's overall response to the small shift of a set of given parameters (of both intrinsic and external control parameters [49-53]). Hence applications of the IDQS to studies such as those on the quantum phase transition $[54,55]$ and dynamics of open quantum systems [59] are promising. The DDS is also an essential measure of multidimensional manifolds in classical information geometry. It is potentially a powerful tool for study of neural networks, classical statistics, and thermodynamics. Furthermore, we have shown that the gap between the IDQS and the maximal DDS is the signature of the uncertainty principle in the framework of information geometry. It confirms the insights that quantum multiparameter estimation is a perfect scenario in which to study the limits of quantum measurements. It further raises some attractive questions such as (i) Do the results for threelevel systems hold for general (nonprojective) measurements? and (ii) How does the Berry curvature characterize the gap for higher-dimensional systems? We hope that further studies may reveal more internal connections between multiparameter estimation and quantum measurements.
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## APPENDIX A: REGULARITY CONDITION OF THE ASYMPTOTIC NORMALITY OF THE LIKELIHOOD ESTIMATORS

We follow the discussion about the asymptotic normality of the roots of likelihood estimation in Sec. 6.5 of [90]. Those conditions indicate that:
(a1) The estimators $\overline{\boldsymbol{\theta}}_{\text {est }}(\boldsymbol{\xi})$ are well defined as singlevalued functions of $\boldsymbol{\xi}$.
(a2) The $\mathrm{FRM} \boldsymbol{g}^{I}$ is positive definite for all $\boldsymbol{\theta} \in \Theta$, and the entries $\boldsymbol{g}_{\mu \nu}^{I}$ are finite.
(a3) The third derivatives $\partial_{\mu} \partial_{\nu} \partial_{\gamma} \log [\rho(\boldsymbol{\xi} \mid \boldsymbol{\theta})]$ exist and are bounded for all $\mu, \nu, \gamma$, and $\boldsymbol{\theta} \in \Theta$.

Theoretically, one can narrow $\Theta$ and the range of estimators to an arbitrary small open subset $\boldsymbol{\omega}$ containing $\boldsymbol{\theta}$ with sufficient prior information. Hence, these conditions can be satisfied by most of the statistical models in quantum metrology. Thus we can assume the existence of asymptotic efficient estimators, i.e., the DDS values are generally attainable.

## APPENDIX B: PROOF OF THE COMPLETENESS RELATION, EQ. (14)

We study the $(n+1)$-level system with a set of orthogonal complete basis $\{|0\rangle,|a\rangle \mid a=1,2, \ldots, n\}$. It spans a Hilbert space $\mathcal{H}$ with the completeness relation

$$
\begin{equation*}
|0\rangle\langle 0|+\sum_{a}|a\rangle\langle a|=\hat{\mathbb{1}} . \tag{B1}
\end{equation*}
$$

An arbitrary pure state in $\mathcal{H}$ can be expanded as

$$
\begin{equation*}
|\psi(\boldsymbol{\theta})\rangle=\sum_{a=1}^{n} x_{a} e^{i \phi_{a}}|a\rangle+x_{0} e^{i \phi_{0}}|0\rangle \tag{B2}
\end{equation*}
$$

with $x_{0}, x_{a} \geqslant 0$, and the phases $0 \leqslant \phi_{0}, \phi_{a}<2 \pi$. By further introducing the normality

$$
\begin{equation*}
x_{0}^{2}+\sum_{a} x_{a}^{2}=1 \tag{B3}
\end{equation*}
$$

and fixing the phase $\phi_{0}=0,|\psi(\boldsymbol{\theta})\rangle$ denotes a quantum state in $\mathbb{C} \mathbf{P}^{n}$ with the real coordinates

$$
\begin{equation*}
\boldsymbol{\theta}=\left(x_{1}, x_{2}, \ldots, x_{n} ; \phi_{1}, \phi_{2}, \ldots, \phi_{n}\right) . \tag{B4}
\end{equation*}
$$

Based on the above setups, we show that the IDQS is the measure for constructing the identity (completeness relation) of $\mathcal{H}$, i.e.,

$$
\begin{equation*}
\hat{\mathbb{1}} \propto \int d^{2 n} \boldsymbol{\theta} \mathcal{D}_{Q}(\boldsymbol{\theta})|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})| \equiv \hat{\mathbb{K}} \tag{B5}
\end{equation*}
$$

We start from the derivative

$$
\begin{equation*}
|d \psi(\boldsymbol{\theta})\rangle=\sum_{a} \partial_{a}|\psi(\boldsymbol{\theta})\rangle d x_{a}+\sum_{a} \partial_{a}^{\prime}|\psi(\boldsymbol{\theta})\rangle d \phi_{a} \tag{B6}
\end{equation*}
$$

with $\partial_{a} \equiv \partial / \partial x_{a}, \partial_{a}^{\prime} \equiv \partial / \partial \phi_{a}$, and

$$
\begin{align*}
\partial_{a}|\psi(\boldsymbol{\theta})\rangle & =-x_{a} / x_{0}|0\rangle+e^{i \phi_{a}}|a\rangle,  \tag{B7}\\
\partial_{a}^{\prime}|\psi(\boldsymbol{\theta})\rangle & =i x_{a} e^{i \phi_{a}}|a\rangle . \tag{B8}
\end{align*}
$$

Based on it, we have the line element

$$
\begin{align*}
d s^{2}= & \langle d \psi(\boldsymbol{\theta}) \mid d \psi(\boldsymbol{\theta})\rangle-\langle d \psi(\boldsymbol{\theta}) \mid \psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta}) \mid d \psi(\boldsymbol{\theta})\rangle \\
= & \sum_{a b}\left(\frac{x_{a} x_{b}}{x_{0}^{2}}+\delta_{a b}\right) d x_{a} d x_{b} \\
& +\sum_{a b}\left(\delta_{a b} x_{a}^{2}-x_{a}^{2} x_{b}^{2}\right) d \phi_{a} d \phi_{b} . \tag{B9}
\end{align*}
$$

This indicates the metric

$$
g^{F}=\left[\begin{array}{cc}
\left(g^{F}\right)^{x} & 0  \tag{B10}\\
0 & \left(g^{F}\right)^{\phi}
\end{array}\right]
$$

with

$$
\begin{gather*}
\left(\boldsymbol{g}^{F}\right)^{\boldsymbol{x}}=\frac{1}{x_{0}^{2}}\left[\begin{array}{cccc}
x_{1}^{2}+x_{0}^{2} & x_{1} x_{2} & \cdots & x_{n} x_{1} \\
x_{1} x_{2} & x_{2}^{2}+x_{0}^{2} & & x_{n} x_{2} \\
\vdots & & \ddots & \vdots \\
x_{1} x_{n} & x_{2} x_{n} & \cdots & x_{n}^{2}+x_{0}^{2}
\end{array}\right],  \tag{B11}\\
\left(\boldsymbol{g}^{F}\right)^{\phi}=\left[\begin{array}{cccc}
x_{1}^{2}-x_{1}^{4} & -x_{1}^{2} x_{2}^{2} & \cdots & -x_{n}^{2} x_{1}^{2} \\
-x_{1}^{2} x_{2}^{2} & x_{2}^{2}-x_{2}^{4} & & -x_{n}^{2} x_{2}^{2} \\
\vdots & & \ddots & \vdots \\
-x_{1}^{2} x_{n}^{2} & -x_{2}^{2} x_{n}^{2} & \cdots & x_{n}^{2}-x_{n}^{4}
\end{array}\right] . \tag{B12}
\end{gather*}
$$

Hence, we have the IDQS

$$
\begin{equation*}
\mathcal{D}_{Q}(\boldsymbol{\theta})=\sqrt{\left|\boldsymbol{g}^{F}\right|}=\prod_{a} x_{a} \tag{B13}
\end{equation*}
$$

Inserting it into the right-hand side of Eq. (B5), we have the entries

$$
\begin{align*}
\langle c| \hat{\mathbb{K}}|b\rangle & =\int d^{n} \boldsymbol{x} \mathcal{D}_{Q}(\boldsymbol{\theta}) x_{c} x_{b} \int d^{n} \boldsymbol{\phi} e^{i\left(\phi_{b}-\phi_{c}\right)} \\
& =\operatorname{Vol}\left(\mathbb{C} \mathbf{P}^{n}\right) /(n+1) \delta_{b c},  \tag{B14}\\
\langle 0| \hat{\mathbb{K}}|0\rangle & =\int d^{n} \boldsymbol{x} \mathcal{D}_{Q}(\boldsymbol{\theta}) x_{0}^{2} \int d^{n} \boldsymbol{\phi} \\
& =\operatorname{Vol}\left(\mathbb{C} \mathbf{P}^{n}\right) /(n+1),  \tag{B15}\\
\langle 0| \hat{\mathbb{K}}|b\rangle & =\int d^{n} \boldsymbol{x} \mathcal{D}_{Q}(\boldsymbol{\theta}) x_{0} x_{b} \int d^{n} \boldsymbol{\phi} e^{i \phi_{b}} \\
& =0, \tag{B16}
\end{align*}
$$

with the volume of $\mathbb{C} \mathbf{P}^{n}$

$$
\begin{equation*}
\operatorname{Vol}\left(\mathbb{C} \mathbf{P}^{n}\right) \equiv \int d^{2 n} \boldsymbol{\theta} \mathcal{D}_{Q}(\boldsymbol{\theta})=\frac{\pi^{n}}{n!} \tag{B17}
\end{equation*}
$$

We have thus proved the completeness relation

$$
\begin{equation*}
\frac{\pi^{n}}{(n+1)!} \int d^{2 n} \boldsymbol{\theta} \mathcal{D}_{Q}(\boldsymbol{\theta})|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})|=\hat{\mathbb{1}} . \tag{B18}
\end{equation*}
$$

Furthermore, we mention that the form of this identity is invariant under re-parameterization, hence its validity is independent of the choice of coordinates.

## APPENDIX C: EXAMPLES OF CALCULATING THE COMPLETE RELATIONSHIP WITH THE QFM

## 1. Coherent states

The coherent states widely used in the quantum optics and quantum information fields are defined as

$$
\begin{equation*}
|\alpha\rangle=e^{\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}}|0\rangle=e^{-|\alpha|^{2} / 2} \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle, \tag{C1}
\end{equation*}
$$

where $\hat{a}\left(\hat{a}^{\dagger}\right)$ denotes a boson annihilation (creation) operator, $|n\rangle=\hat{a}^{\dagger n}|0\rangle / \sqrt{n!}$ is the number state, and $\alpha$ is a complex number. At first, we separate $\alpha$ into two real parameters with $\alpha=R+i I$. The parameter space is $\Theta=\mathbb{R}^{2}$, which is a two-dimensional submanifold of $\mathbb{C} \mathbf{P}^{\infty}$. The corresponding derivatives are

$$
\begin{equation*}
\partial_{R}|\alpha\rangle=\left(\hat{a}^{\dagger}-R\right)|\alpha\rangle, \quad \partial_{I}|\alpha\rangle=\left(i \hat{a}^{\dagger}-I\right)|\alpha\rangle . \tag{C2}
\end{equation*}
$$

We have the entries of the quantum geometric tensor

$$
\begin{align*}
\mathcal{Q}_{R I} & =\mathcal{Q}_{I R}^{*} \\
& =\langle\alpha| \overleftarrow{\partial}_{R} \partial_{I}|\alpha\rangle-\langle\alpha| \overleftarrow{\partial}_{R}|\alpha\rangle\langle\alpha| \partial_{I}|\alpha\rangle \\
& =i  \tag{C3}\\
\mathcal{Q}_{R R} & =\mathcal{Q}_{I I} \\
& =\langle\alpha| \overleftarrow{\partial}_{R} \partial_{R}|\alpha\rangle-\langle\alpha| \overleftarrow{\partial}_{R}|\alpha\rangle\langle\alpha| \partial_{R}|\alpha\rangle \\
& =1 \tag{C4}
\end{align*}
$$

This indicates $\mathcal{Q}=\boldsymbol{g}^{F}+\mathrm{i} \sigma$ with

$$
\boldsymbol{g}^{F}=\left[\begin{array}{ll}
1 & 0  \tag{C5}\\
0 & 1
\end{array}\right], \quad \sigma=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

in the coordinates $(R, I)$. Hence we have the integral

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} d R d I \mathcal{D}_{Q}|\alpha\rangle\langle\alpha| \\
& \quad=\int_{\mathbb{C}} d^{2} \alpha e^{-|\alpha|^{2}} \sum_{n, m=0}^{\infty} \frac{\alpha^{n} \alpha^{* m}}{\sqrt{n!m!}}|n\rangle\langle m| \\
& \quad=2 \pi \sum_{n=0}^{\infty} \int_{0}^{\infty} d|\alpha| e^{-|\alpha|^{2}} \frac{|\alpha|^{2 n}}{n!}|n\rangle\langle n| \\
& \quad=\pi \sum_{n=0}^{\infty}|n\rangle\langle n| . \tag{C6}
\end{align*}
$$

This is the overcompleteness relation of coherent states [98]. We also mention that the metric $g^{F}$ is Euclidean, which indicates that the manifold composed of coherent states is uniform. This is consistent with the insight that this manifold is formed by the shift of the vacuum states $|0\rangle$ with operator $e^{\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}}$.

## 2. Spin-squeezed states

Here, we take the spin-squeezed states or the $\operatorname{SU}(1,1)$ coherent states as an example. The states are defined with the $\mathrm{SU}(1,1)$ algebra

$$
\begin{equation*}
\left[\hat{K}_{1}, \hat{K}_{2}\right]=-i \hat{K}_{0},\left[\hat{K}_{0}, \hat{K}_{1}\right]=i \hat{K}_{0},\left[\hat{K}_{2}, \hat{K}_{0}\right]=i \hat{K}_{1}, \tag{C7}
\end{equation*}
$$

with the Casimir operator

$$
\begin{equation*}
\hat{C}=\hat{K}_{0}^{2}-\hat{K}_{1}^{2}-\hat{K}_{2}^{2}=\hat{K}_{0}^{2}-\frac{1}{2}\left(\hat{K}_{+} \hat{K}_{-}+\hat{K}_{-} \hat{K}_{+}\right) \tag{C8}
\end{equation*}
$$

The basis vector $|k, m\rangle$ of the unitary irreducible representation is defined by

$$
\begin{align*}
\hat{C}|k, m\rangle & =k(k-1)|k, m\rangle \\
\hat{K}_{0}|k, m\rangle & =(k+m)|k, m\rangle \tag{C9}
\end{align*}
$$

where $k$ is the Bargmann index. The basis vectors $\{|k, m\rangle \mid m\}$ span the corresponding representation spaces. The completeness relation of this representation is

$$
\begin{equation*}
\hat{\mathbb{1}}=\sum_{m=0}^{\infty}|k, m\rangle\langle k, m| . \tag{C10}
\end{equation*}
$$

For single mode-squeezed states, $k$ equals $1 / 4(3 / 4)$, corresponding to the even (odd) particle number space. For
two-mode squeezed states, we have $k=\left(n_{0}+1\right) / 2$, where $n_{0}$ denotes the number difference between the two modes.

The $\mathrm{SU}(1,1)$ coherent state is defined as

$$
\begin{equation*}
|z, k\rangle=\exp \left(\zeta \hat{K}_{+}-\zeta^{*} \hat{K}_{-}\right)|k, 0\rangle \tag{C11}
\end{equation*}
$$

with the complex number $z=\zeta /|\zeta| \tanh |\zeta|$ located in an open disk $D=\{z| | z \mid<1\}$. In the basis $|k, m\rangle$, the $\operatorname{SU}(1,1)$ coherent state can be expanded as

$$
\begin{equation*}
|z, k\rangle=\left(1-|z|^{2}\right)^{k} \sum_{m=0}^{\infty} \sqrt{\frac{\Gamma(2 k+m)}{m!\Gamma(2 k)}} z^{m}|k, m\rangle . \tag{C12}
\end{equation*}
$$

Via a detailed calculation, we find that the QFM is

$$
\boldsymbol{g}^{F}=\frac{k}{2\left(1-|z|^{2}\right)^{2}}\left[\begin{array}{ll}
1 &  \tag{C13}\\
& |z|^{2}
\end{array}\right]
$$

in the coordinates $(|z|, \theta)$ with $z=|z| e^{i \theta}$. If $k>1 / 2$, we have the integral over the disk $D$ as

$$
\begin{align*}
\int_{D} d|z| d \theta \sqrt{\left|\boldsymbol{g}^{F}\right|}|z, k\rangle\langle z, k| & =\sum_{m, n=0}^{\infty} \int_{0}^{1} d|z| \int_{0}^{2 \pi} d \theta \frac{k}{2\left(1-|z|^{2}\right)^{2}}|z|\left(1-|z|^{2}\right)^{2 k} \sqrt{\frac{\Gamma(2 k+m) \Gamma(2 k+n)}{m!\Gamma(2 k) \Gamma(2 k) n!}} z^{m} z^{* n}|k, m\rangle\langle k, n| \\
& =\sum_{m=0}^{\infty} \frac{k \pi \Gamma(2 k+m)}{m!\Gamma(2 k)} \int_{0}^{1} d|z| \frac{|z|^{2 m+1}}{\left(1-|z|^{2}\right)^{2-2 k}}|k, m\rangle\langle k, m|  \tag{C14}\\
& =\sum_{m=0}^{\infty} \frac{k \pi \Gamma(2 k+m)}{2 m!\Gamma(2 k)} \frac{\Gamma(2 k-1) m!}{\Gamma(2 k+m)}|k, m\rangle\langle k, m| \\
& =\frac{k \pi}{2(2 k-1)} \sum_{m=0}^{\infty}|k, m\rangle\langle k, m| \tag{C15}
\end{align*}
$$

Obviously, this integral is proportional to $\hat{\mathbb{1}}$. Hence we have the identity

$$
\begin{equation*}
\hat{\mathbb{1}}^{(k)}=\frac{2(2 k-1)}{k \pi} \int_{D} d \Theta \mathcal{D}_{Q}(z)|z\rangle\langle z| . \tag{C16}
\end{equation*}
$$
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